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Introduction

AT&T Global Network Services Italia S.p.A (“AT&T"yespectfully submits these
comments on AGCOM Public Consultation Paper on Nettrality (the “Consultation

Paper”).

Operating globally under the AT&T brand, AT&T'’s jgaut, AT&T Inc., through its
affiliates, is a worldwide provider of Internet Ryool (IP)-based communications services to
businesses and a leading U.S. provider of wireldgb, speed Internet access, local and long
distance voice, and directory publishing and adisiad services, and a growing provider of
IPTV entertainment offerings. AT&T Inc. operataseoof the world's most advanced global
networks, carrying more than 23.7 petabytes of t&tand data traffic to 300 million people
and more than 1 billion devices on an average lssiday, the equivalent of a 3.7 megabyte
music download for every man, woman and child englanet. With operations in countries
that cover 97% of the world’s economy, AT&T Inc.shaxtensive experience as an
incumbent and a new entrant, as a fixed line operahd a mobile operator, and in the
dynamic areas of converged technologies and se&tvice

In Italy and other EU Member States, AT&T Inc., dhgh its affiliates, is a
competitive provider of business connectivity anahaiged network services and is a leading
provider of bilateral connectivity services linkitigly and all other EU Member States with
the United States.

AT&T appreciates the opportunity to express itswgen this consultation on Net
Neutrality. AT&T hopes that its responses will lhelpful to the Authority in formulating a
comprehensive strategy for the sustainable devedoprof the Information Society within
Italy, and among lItaly and the globally intercorteelcinternet networks, allowing market
participants to invest in the infrastructures ardvises which will benefit both consumers

and businesses.
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Summary

AT&T supports the goal of an open Internet, whickams an Internet ecosystem that
enables users to exchange ideas and communicatg, fgeves them freedom to access the
lawful applications and content they wish to used affords them the ability to choose and
assemble packages of services and equipment tiedtthesr needs.

Prior decisions by governments to avoid unnecessagylation of the Internet are
validated every day by the spectacular growth efltiiernet and its remarkable contribution
to culture, political discourse, and economic depaient throughout the world. The
Internet has evolved from being a network that jgted only file downloads and remote
access to distant academic or government comptdadreing a vibrant global commercial
network that now provides countless different smsito millions of content and applications
providers and billions of users.

The Internet has become the most powerful commtioicemedium and engine for
economic growth in our time precisely becagesernments have wisely allowed market
forces to shape its evolution free from prescriptiegulation that would have locked in place
certain specific technologies or business moddisrther dynamic advances are likely to
occur in response to future technological changd eonsumer demand. Indeed, the
Internet’s next 40 years are likely to be just gsainic as the past 40 years. To avoid
limiting the future growth and development of théeknet, unless actual problems and harms
are specifically demonstrated, Internet regulastiould remain limited to protecting the
basic customer freedoms associated with opennessastomer value under which the
Internet has always operated.

In particular, maintaining an open Internet does neguire the implementation of
new, prescriptive network neutrality rules that webrestrict traffic management. With the
new powers attributed to the National RegulatordhigyEU Directiveon Universal Service
and Users’ Rights relating to Electronic Communicas Networkg potential problems can
be solved readily by the National Regulatory Auities in the event that any market failure

actually does appear.

! Directive 2009/136/EC of the European Parlianagmt of the Council, 25 Nov. 2009.
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Thus, any discriminatory conduct by firms with sfgrant market power is likely to
be closely scrutinized to ensure there are no amiietitive effects. Certainly, there is no
evidence of any such general market failure brooghby a dominant participant abusing its
market power, nor has there been evidence of dooampetitive practice by an individual
actor that has not been resolved quickly through application of existing regulatory
measures and procedures.

There is also no basis to the claims made by sbatdrternet traffic management or
prioritization practices now threaten the histomeutrality” of the Internet and therefore
require new prescriptive regulation. In fact, fimmanagement and other network practices
to ensure quality of service for particular Intérapplications and content have been widely
used for many years without controversy. In additithe rapid convergence of all electronic
communications onto the IP platform and growingvmek demands will make the continued
use of these traffic management practices incrgisimportant to consumers in the future to
ensure their economic access to the content awdniation services they desire. That is
especially the case for users of mobile broadbandces, since mobile operators must rely
heavily on the use of network management technituesert or respond to network failures
or congestion of scarce spectrum and to allow oustaise of latency-sensitive applications.

Arguments that regulators should now restrict iraffnanagement and service
differentiation by ISPs fail to take account of tbagstanding non-controversial use of these
practices by operators throughout the world. Ttep&ion of such policies would create
significant costs and practical difficulties for esptors subject to these requirements and
would undermine Italy’s most pressing objectives fbe digital economy: expanding
deployment of more capable broadband facilities @&ostering investment in related
technologies and services.

Substantial new investment is needed to suppontripeecedented growth of Internet
traffic and the increasing demands of its changnadfic mix and to extend broadband
networks to increase the availability of broadbaadvices. Most importantly, to fund these
investments, and to expand broadband adoptiomedWork providers need to be able to
price their services in manners that are attractive affordable to consumers. Reliance on
the expansion of facilities alone to meet Intermaffic growth would require significant

additional construction leading inevitably to theed for consumer price increases that
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would reduce broadband adoption, even if it wasibdes for network operators to avoid the
use of traffic management techniques simply byding additional facilities.

With the continued growth of bandwidth-intensiveveees, and the increasingly large
and unpredictable spikes in Internet traffic, tlenstruction of new facilities will not be
sufficient by itself to maintain economic servicgpability and quality. Consequently, ISPs
must place increasing reliance on traffic managemeactices to maintain services. Any
restriction on the use of these practices wouldt lthe speed and functionality of Internet
services overall and reduce the utility and valti¢he Internet for all users. In the newly
adopted European Commission (EC) Communication “Open Internet and net neutrality
in Europe,” the EC recognizes that I's widely accepted that network operators need t
adopt some traffic management practices to ensurefficient use of their networks and that
certain IP services, such as for instance real-tiR€V and video conferencing, may require
special traffic management to ensure a predefirigd uality of servic&

For these and the further reasons set forth inett@smments, AT&T urges the
Authority to avoid the prescriptive regulation eaffic management. Instead, the role of
regulators in these circumstances should be to torotile market to see whether real
problems are developing. As the Organisation fmrr®mic Co-operation and Development
(OECD) and numerous economists have observedipesition of new regulation based on
speculation of future harm is premature and paadiptidamaging Similarly, as Vice
President Neelie Kroes noted at the ARCEP ConferendParis on April 13, 2010, “we
should avoid taking unnecessary measures that nmalemhnew efficient business models
from emerging.* If any corrective action is needed, AT&T beliethat such action should

be informed on a case-by-case basis by the spatifidentified problems.

2 European Commission, Communication from the Cormsimnisto the European Parliament,

the Council, the Economic and Social Committee taedCommittee of the RegionEe Open
Internet and Net Neutrality in EuropApr. 19, 2011 (“European Commission Communicatarihe
Open Internet and Net Neutrality in Europe”), at 3.

3 Organisation for Economic Co-operation and Dewelent, Internet Traffic

Prioritisation: An overviewat 5 (Apr. 6, 2007)vailable at

http://www.oecd.org/dataoecd/43/63/38405781 .(mbincluding that it would be “premature for
governments to become involved at the level of pdtwo-network traffic exchange and demand
neutral packet treatment for content providers”).

4 SeeEUROPA Press Releases,
http://europa.eu/rapid/pressReleasesAction.dotneée=SPEECH/10/153&format=HTML&aged=0
&language=EN&qguiLanguage=en
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AT&T supports the use of consumer-focused prinsipéguiring ISPs to furnish end-
users with the ability to send and receive thellegatent of their choice, use the services
and run the applications of their choice, and conhtige hardware and use the programs of
their choice, provided they do not harm the netwoikhese are similar to the principles
adopted by the EU Institutions in 2009 and by theéS.UFederal Communications
Commission (FCC) in 2005. AT&T also supports an additional principle to enmage
greater transparency for consumers regarding agstatetwork management practices.

This approach would preserve the openness of thernkt, while maintaining
incentives for broadband providers to make the magavestments necessary to increase
broadband deployment. It also would encourageethm®viders to invest in the next-
generation “smart” managed networks that are ne¢aladipport the innumerable new and
varied Internet applications that will enrich ouwailgl lives, as well as make us healthier,
safer, more energy efficient, and more prosperous.

AT&T responds to the questions asked by the Coasoitt Paper as follows:

1. What are the technological and commercial profilégat, in perspective, will become
important in the evolution of the data service secboth for wireless and fixed? Will
such profiles influence the market strategies credtby the different subjects working
in the sector, ISPs and content providers? Andwhich way? How will those profiles
influence consumers’ data service consumption?

All existing evidence indicates that congestionbbems in the networks comprising
the Internet are likely to continue for the foremae future. Even during this economic
downturn, Internet traffic continues to grow atr@ntendous rate. A recent report by Cisco
notes that global IP traffic will quadruple from@Dto 2014, The nature of Internet traffic
is changing as well, with the fast-increasing usafyjpandwidth-intensive applications like

streaming video placing greatly increasing burdensunderlying networks. For example,

° See FCC, Policy StatementAppropriate Framework for Broadband Access to the

Internet over Wireline Facilitie, 20 FCC Rcd. 14986 (2005)Ir{ternet Policy Statemebf
available athttp://hraunfoss.fcc.gov/edocs public/attachmatCl®5-151A1.pdf

6 Cisco Visual Networking Index: Forecast and Melblogy, 2009-2014vailable at
http://www.cisco.com/en/US/solutions/collateral/#&81s525/ns537/ns705/ns827/white _paper cl1-
481360 ns827 Networking Solutions White Paper.html
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Cisco expects video to account for over 90% of glatonsumer traffic and 66% of the
world’s mobile data traffic by 2014The European Commission reports that “[a]ccording
some traffic projections, traffic is set to incredsy 35% year on year for fixed networks and

by 107% year on year for mobife.

Increased investment is a critical element in radpw to these unprecedented and
increasing demands on the capacity of Internetsacaed backbone networks. Continued
massive investment in fibre, wireless, and othetwosk infrastructure is necessary to
increase the bandwidth and Internet functionalitrailable to consumers, even though
competition and the unpredictability of consumemdad often make these investments
exceptionally risky for the companies that undetevithem. While these risky, capital-
intensive capacity upgrades are necessary stepariianetwork provider must take to keep
pace with escalating bandwidth demands, alone #neyinsufficient steps to address these
challenges.

As the attached Engineering Background explaingpfat11-12), operators cannot
economically enlarge network capacity to ensuréamaneous delivery of all packets at all
times, particularly with the escalating magnitudeunpredictable spikei Internet traffic’
Any reliance solely on increased investment to nesealating Internet usage would greatly
increase network costs and in turn require hugeeases in user prices. Even if there were
no economic constraint on network expansion, egepeg has shown that network usage,
particularly in the form of peer-to-peer file trémsapplications, inevitably expands rapidly
to fill new capacity and user behavior is difficuti predict in advance. Consequently,
network operators cannot simply construct highgracity facilities, but must also use

greater network intelligence, including the ability identify and provide the appropriate

! One minute of video requires 10 times the bantiwéd voice. Kleeman, Michael, "Point of

Disconnect,” University of California, San Diegajdust 30, 2007available at
http://cpe.ucsd.edu/assets/013/6535.pdf
8

3

9

European Commission Communication on the Openrliateand Net Neutrality in Europe, at

Like conventional telephone networks, IP netwogks sized to handle demand during
periods of peak usage. The closer that peak usage average usage, the more efficient the
network’s cost structure will be, and the more potdbly the network operator can recover those
costs from the users of its network. Accordingstame estimates, however, video applications
roughly double the “peak-to-mean” ratio of traffam IP networks because of the “viral” (self-

intensifying) nature of popular video files.
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level of performance required by different applicas traversing the network, to ensure that
users can receive the service quality they desire.

As described below, Internet providers have madegdtanding use of traffic
management practices to ensure quality of sendgcéhiir users. With increasing network
congestion, Internet providers will be required glace even greater reliance on traffic
management techniques in the future to manage dorgpdemands on finite bandwidth.
Internet providers will be required to place evaeager reliance on traffic management
techniques in the future as the rapid convergehedl electronic communications onto the IP
platform allowing the integration of voice, videndatext into new multi-media applications
for consumers raises the critical engineering engke of making applications with different
guality of service needs function as well as pdssibver a shared and increasingly

challenged network infrastructure.

2. What types of data services and what kinds of timfhanagement are particularly
important within the debate on net neutrality? What the likely impact that the
increasing spreading of traffic management’s formesither for technical reasons or the
blocking of applications for commercial reasons,lilnave on the principle of net
neutrality? Which factors contribute to the defition of net neutrality?

The speculation at the root of the current “nettradity” debate rests on deeply
flawed premises, including that the Internet hagagbs been an inherently neutral collection
of “dumb pipes” that cannot distinguish among p&skased on their associated applications
or content, and that new tools allowing operatorpriorities particular data now threaten the
Internet’s supposed historic “ neutrality.”

As described in these comments and in the attbEhgineering Background, each of
these premises is mistaken, and the strict “nocridisnation” requirements proposed by net
neutrality advocates to address this purportedeétirare not only unnecessary, but would
have severe adverse effects on broadband provideds consumers, by prohibiting
longstanding network management practices, inhipitthe provision of widely used
applications and services, increasing consumes,rated limiting further deployment and
adoption of the broadband services that are incrglgsimportant to all countries’ future
growth and prosperity.
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The Internet has never been merely a collectiofdoimb pipes” and has never been
“neutral” in its treatment of different applicat®and content. Rather, content providers with
capital resources have long purchased specializddlonk services in order to distinguish
their traffic from other Internet traffic and tofef their end users far better Internet
experiences than would be possible without thosditgtof-service enhancements.

Nearly three decades ago, the Internet Engine@iaisyg Force (IETF) — the Internet's
standard-setting organization — first included ypét of service” field within the Internet
Protocol to enable prioritization of real-time amither performance-sensitive applicatiofs.
The IETF expanded upon that capability in 1994 4898€8 by creating the- differentiated
service code point- field (DSCP or—DiffServ), and it has now incorporated an even more
advanced version of this capability into IP¥6Net neutrality advocates that contend that no
Internet packets should be provided with any traasion quality superior to that given every
other packet — regardless of whether this extrditgjuderives from guaranteed bandwidth or
reduced packet loss, latency or jitter — are, ieaf trying to re-write the open, IETF-
approved standards that have made the Internetastremendous success

Broadband providers have long sold prioritized télgges to enterprise customers,
including content providers, to ensure proper hagdbf performance-sensitive Internet and
other content through a broadband provider's ndiwoBuch services can make use of
packet-prioritization techniques on several prokdéagers, including DiffServ on the IP layer
and analogous mechanisms on other layers, sudte asTiM, Ethernet, and MPLS protocols.
Broadband providers use the same basic types wtedlifferentiation technologies in the
residential market to guarantee quality of senfmeperformance-sensitive IP applications
and content, such as IPTV and VolP, that are afféseconsumers over the same physical
infrastructure as best effort Internet access.

In addition to these longstanding prioritizatiorcheiques, application and content
providers with the capital resources to purchaseices from third-party CDNs such as
Akamai or Limelight — or to build CDNs of their owas Google and other large content
providers have done — enjoy huge performance adgast over rivals without those

resources. Traffic shaping, CDNs and traffic ptipation are all forms of Internet traffic

10 Sednformation Sciences Institutinternet Protocol DARPA Internet Program Protocol

Specification, RFC 794t 11 (Sept. 1981available athttp://www.ietf.org/rfc/rfcO791.txt.

1 See generallyJames F. Kurose & Keith W. Ro$3omputer Networking: A Top-Down

Approach367 (5th ed. 2010).
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management and demonstrate that the use of suchicemis not a new feature of the
Internet economy.

The increased importance of traffic managemefs described above in response to
Question 1, in today’s environment of increasinguoek congestion, Internet providers have
a critical need to use the various traffic managenechniques and technologies available to
manage competing demands on finite bandwidth. (de of these techniques to maintain
service guality over congested networks providd3sI@ith a greater ability to maximize the
efficiencies of future investment in additionalwetk capacity.

To prohibit all differential treatment, as soret neutrality advocates propose, would
not only greatly increase network costs and useregr as noted above, but would also
prevent different services, applications, and aainfiem obtaining the quality of service they
need to function efficiently and effectivelimposing this form of “neutrality” on the Internet
would have decidedly non-neutral results by disgrating against quality of service-
sensitive applications like streaming video and R/¢that may not function reliably unless
they are accompanied by quality of service enhapogsnthat non-performance sensitive
applications do not need in order to continue tacfion well. Likewise, requiring that all
data streams must receive equal treatment regardfetheir application or content would
force allapplication and content providers to design thppliaations and content using the
same transport protocol — so that, for example, Bsed applications that lack the ability to
automatically “self-throttle” when faced with corsien do not arrogate network resources

from TCP-based applications that can “self-thrattfe

12 UDP applications “send out data as fast as [they),” even when they encounter

congestion, “while [conventional] TCP-friendly amaltions deliberately send fewer and fewer
packets” and may thus end up “starved of netwodoueces.” Jon M. Peh@he Benefits and
Risks of Mandating Network Neutrality, and the Quies a Balanced Policyl Int'l J. of
Comm’n 644, 651 (2007gvailable at
http://www.ijoc.org/ojs/index.phpl/ijoc/article/vidwile/154/90. Nonetheless, when properly
managed, UDP’s attributes can be beneficial foarsmge of purposes, including Domain Name
System (DNS) queries. By the same token, some cghipihs that use TCP can and do
aggressively consume disproportionate amounts loécsiber bandwidth simply by opening up
multiple streams (or “torrents,” as featured in soP2P technologies) to seize capacity for
themselvesSee, e.g.Bob Briscoe Flow Rate fairness: Dismantling a ReligioB7 Computer
Commc’n Rev. 63 (2007gvailable at
http://www.cs.ucl.ac.uk/staff/bbriscoe/projects/@0@mms/refb/fair_ccr.pdf (“Flow  Rate
Fairnes$). Under a requirement to provide “equal treatther all Internet communications, the
disparate characteristics of these and other toahgpotocols would need to be homogenized to
ensure that no packets receive priority over others
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AT&T strongly disputes claims that the prioritizati of packets associated with some
content or applications necessarily “degrades” gadormance of all other non-prioritized
content and applications. Network engineers hasenbprioritizing real-time and other
performance-sensitive applications for years ang ldeveloped sophisticated algorithms to
ensure proper handling of all traffic. As notedwad this practice has been followed because
it is far more cost-efficient to prioritize appligans that need prioritization than to construct
massively overbuilt networks and pass the unnepgssats through to consumers.

This longstanding practice of handling IP packeif§eckntly, depending on the
performance-sensitivity of their associated appilices, is not a “zero-sum game” in any
meaningful sense of that term. Some applicatisashahly performance-sensitive and thus
need quality of service enhancements to functiotin@lly, and accommodating those
application-specific needs will not materially imipthe performance of other, less latency-
sensitive applications.

In the United States, large, medium, and small idexg alike have built IP-based,
double- and triple-play platforms that are sharetivieen prioritized IP traffic (IPTV and/or
VolIP) and unprioritized, best-effort Internet tiaf° As AT&T's own experience has
shown, differentiation among these service categogives consumers a high-quality, high-
value experience foall of these service¥. The best-effort Internet access service that
AT&T offers today, over the shared U-verse platfpisfar faster and more robust than it
was just a few years ago when it was provided @avéggacy DSL network that wamt
shared with managed IPTV and VoIP services. Ingimedintroduction of advanced services
generally enhances the quality and capacity of kffsrts traffic because the advanced

services use on average only a small fractionakssed capacity installed for these services

13 These providers range from AT&T, which provid®JV services to millions of consumers

over its shared U-verse platform, to mid-sized mtew Surewest to more thawo hundredrural
telephone companiesSeeNational Exchange Carrier Associatiofrends 2009: A report on rural
telecom technologyat 11 (2009) (NECA Trends 2009 Repbyt https://www.neca.org/cms400min/
WorkArea/linkit.aspx?Linkldentifier=id&ltemID=239And, all of the major US cable companies
offer managed VoIP services over the same shareititiés as their broadband Internet access
services.

14 SeeAT&T, Press ReleaséAT&T Wins Frost & Sullivan 2009 Market Leadershipakd in
Dedicated Internet Access ServiceMar. 11, 2010, http://www.att.com/gen/press-
room?pid=4800&cdvn=news&newsarticleid=30631; AT&Press ReleaseAT&T Wins Frost &
Sullivan 2009 Video Company of the Year Awavtar. 11, 2010, http://www.att.com/gen/press-
room?pid=4800&cdvn=news&newsarticleid=30629.
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and router queuing algorithms ensure that the uhirs#emental bandwidth is available for
use by best-efforts traffic.

Mobile broadband networks:The imposition of traffic management restricticors
mobile broadband services would cause significéfitalties to mobile network operations.
Mobile operators must contend with mobility, spagirconstraints, interference, and other
unigue issues in a dynamic environment that is gimaneven more rapidly than its wireline
counterpart. While it is impossible to predict waibusiness models and engineering
solutions will best meet consumers’ diverse neadbis environment, subjecting the mobile
industry to restrictions on network management wWopteclude many service-enhancing
business arrangements and practices altogethezrmaimke efforts to manage scarce spectrum
resources, chill sensitive engineering and busirdesssions through endless regulatory
second-guessing, and deter investment in new nketigohnologies.

While all broadband networks share the need fdficrenanagement, given the ever
rising demand for and proliferation of new quabgnsitive, bandwidth-intensive
applications, mobile broadband networks also muusitend with spectrum constraints, a
shared “last mile” radio access network, interfeeersensitivity, and other concerns that
make it far more challenging to provide mobile lgloand than fixed wireline broadband.
Capacity and quality-of-service challenges for leise broadband providers are particularly
acute in the “last mile” radio access network, vehgpectrum is shared among both users and
cell sites; bandwidth can fluctuate based on weatimerference and other issues; the
number of users located in particular cells and tthiepersion within those cells at any given
time is variable; and the spectrum available foe s not infinitely (or even readily)
expandable.

These factors make it exceedingly difficult for roans to ensure a constant supply of
sufficient bandwidth to provide high-quality datarismission for broadband Internet access
customers. Providers therefore use a range ofndignaetwork-management techniques to
respond to or avert network failures or severe estign and to ensure that customers can

enjoy latency sensitive applications.
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3. What are the most relevant objectives and instrunsemas defined in the European
Regulatory framework, for the purpose of regulatipwhere appropriate, for the
relationship between forms of traffic managemengramercial techniques and
commercial net neutrality? What kind of traffic maagement can be considered
reasonable?

AT&T believes that the existing EU regulatory franoek, together with competition
law enforcement, is fully capable of addressing @&sues arising from Internet traffic
management. Importantly, incentives to engagexahugionary conduct in connection with
traffic management are likely to exist only wherdaminant participant is able to abuse its
market power. In competitive markets, where coremsmmay respond to attempted
exclusionary conduct by switching to rival operatomarket forces prevent any harm to
competition or consumers. Since any discriminatoopduct by dominant firms is very
likely to be closely scrutinized under existing ukdory and competition law procedures,
there is no reason to impose new blanket restristan traffic management to address such
concerns.

In addition, under the EU regulatory framework, amyempt to regulate traffic
management would first have to demonstrate thainieet fulfils the “three criteria” test to
be susceptible to ex ante regulatidriThe European Parliament and the Council undessicor
the importance of this threshold requirement inNlewember 2009 telecom package, which
noted that “[c]onsidering that the markets for &l@gic communications have shown strong
competitive dynamics in recent years, it is esa¢ftitiat ex-ante regulatory obligations only
be imposed where there is no sustainable competitfo

To AT&T's knowledge, there have been no significaambblems linked to net
neutrality, either in Italy or other European Unidember States or in the United States, and
certainly none that have not been quickly resolved.the United States, the FCC has found

it necessary to take action only twice: first, topsMadison River Communications, a small

15 The three cumulative criteria for ex ante redakat are: high and non-transitory barriers to

market entry; the market displays characteristioshsthat it will not tend towards effective
competition over time; and insufficiency of ex pagtplication of competition law aloneSee
Commission Recommendation of 17 December 2007 ¢evReat Product and Service Markets, Art.
2,2007/879/EC.

16 Directive 2009/140/EC of the European Parlianzarat of the Council, 25 Nov. 2009, at
L337/37.
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rural local exchange carrier, from unreasonablgkiltg the use of certain VolP services by
its customers; and second, to prevent the cablcseprovider, Comcast, from using a
particular congestion management capability to aswaably interfere with certain peer-to-
peer applications used by its custontérs.

In both instances, FCC actions directly targetedsiecific practices in question and
led to the voluntary resolution of both cases rgpéahd effectively*® In fact, in the case of
Madison River, the FCC quickly reached a consentedewith Madison River without the
need for protracted investigation. In the cas€ommcast, the FCC adopted a declaratory
ruling that ultimately validated the changes thatriCast had already voluntarily made to its
congestion management capability. Thus, the FO©@&sight of industry adherence to the
principles embodied in thénternet Policy Statement adopted in 2005 has ensured
compliance with those principles and fostered aenopnternet® AT&T accordingly
supports an approach based on the consumer-fopusegples adopted by the FCC in 2005,
in addition to encouraging greater consumer-orgnt@nsparency regarding network
management practices.

In various proceedings, regulators have taken disétipn that regulatory measures on
net neutrality are not necessary at this time eeredopted more restrained measures than
those initially proposed. In the UK, Ofcom emphasi in a Consultation Paper issued in
June 2010 that “[w]e believe that there is insiudfit evidence at present to justify the setting

of blanket restrictions on all forms of traffic negement®* The European Commission

1 SeeFCC Memorandum and Ordéformal Complaint of Free Press and Public Knowledge

Against Comcast Corp. for Secretly Degrading PeePeer Applications23 FCC Rcd. 13028
(2008); OrderMadison River Commc’ns, LL.Q0 FCC Rcd. 4295 (2005).

18 Although an appellate court subsequently fourad tine FCC had not identified an

appropriate jurisdictional basis for its actionghie Comcast matter, Comcast has not suggesteit that
would reinstate the network management practiceseit! prior to the FCC'’s review of those
practices.

19 SeePolicy Statementppropriate Framework for Broadband Access to thterihet over

Wireline Facilities, 20 FCC Rcd. 14986 (2005)r{ternet Policy Statemeit available at
http://hraunfoss.fcc.gov/edocs public/attachmatCl@®5-151A1.pdf

20

Ofcom, Traffic Management and ‘net neutralityy 2une, 2010 (“Ofcom Consultation
Paper”), Sects. 1.11 & 4.54. UK Communicationsistar Ed Vaizey stated in November 2010 that
the initial responses to the consultation “reinéotice view that there is no need for intervention.
There is broad agreement on the need for traffisagament; and there is broad agreement that there
is not yet evidence of any impact either on contipetior consumers from traffic management.” Ed
Vaizey, Minister for Culture, Communications ancge@ive Industries, FT World Telecoms
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stated in November 2010 at the close of its coasatlt on net neutrality that “[t]he
consultation did not reveal a widespread call fortfer EU legislation[.]* Similarly,
Japan’s regulator, the MIC, has encouraged provitierdevelop voluntary guidelines for
traffic management, noting that “bandwidth contjphcket shaping] is recognized as an
appropriate method” to ensure quality of servigdifiternet useré’

In December 2010, the FCC adopted an order focusirthe following requirements:
(i) the need for transparency, no blocking, andunmeasonablaliscrimination; (ii) allowing
for reasonable network management; (iii) exempfmog the rules managed or specialized
services €.g, IP-based services that are provided over the sastworks as broadband
Internet access service, such as IPTV or EnterjMi3ds); and importantly (iv) applying a
lighter set of obligations to mobile broadband in&t access services, due to the quickly
evolving wireless technology platform and its membstantial bandwidth constraififs.The
FCC’s measures are more moderate than those dlygpraposed, but remain controversial
in the U.S. and the subject of continuing uncetyaiegarding how they will be applied, and
whether they will survive legal challenges in th&SUappellate courts concerning the FCC'’s
statutory authority to adopt these rules, in additio legislative challenges in the U.S.
Congress. This process may take several yeamniplete.

While the ultimate resolution of the net neutralitgbate in the U.S. is still unclear,
many regulators across the globe are emphasizengrportance of avoiding new regulation
without a demonstrated market failure, particulanlyhe evolving areas of wireless Internet

access and specialized services such as IPTV amdpese VPNSs, allowing reasonable

Conference 2010, London, November 2010, http://mhissgov.uk/news/speeches/ed-vaisey-open-
internet
21

Europa, Press ReleasHsgital Agenda: Consultation Reveals Near Consemsubnportance
of Preserving the Open Intern&tov. 9, 2010, available at
http://europa.eu/rapid/pressReleasesAction.do&neferIP/10/1482&format=HTML&aged=0&lang
uage=EN&guiLanguage=en

22

Ministry of Internal Affairs and Communicatiori®eport on Network Neutrality, Working
Group on Network NeutralitgSept. 20, 2007), available at
http://www.soumu.go.jp/main_sosiki/joho_tsusin/gutf/070900 1.pdf

= FCC, Preserving the Open Intern&N Dkt. No. 09-191, Report and Order, FCC 10-201,
(rel. Dec. 23, 2010).
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network management practices, and providing tranesigg for consumers regarding network

management practices without jeopardizing secorigommercially sensitive information.

4. In the framework of the rules aimed at protectingesumers and, in particular, those
protecting transparency of the economical and teatal conditions of the services
offered; what are the other relevant elements, ajp@om the current rules, available on
the market that contribute to the full knowledge tife end user of the characteristics of
the data services both for wireless and fix? What @r which could be the relevant
technical modalities to inform users even in reahe, when forms of traffic
management are happening and, in general, the matited and the minimum
informative channels ensuring end-users transparenformation in relation to data
services?

Transparent disclosures of the terms and condiaippsicable to a customer’s service
create the conditions for genuine competition beseathey enable consumers to make
educated choices based on real differences amowiges@roviders. Under this principle, a
broadband network operator should inform consunatran appropriate level of detail, about
any material restrictions or limitations on them&adband Internet service so that they can
make informed choices about which providers andicgeplans best meet their needs.

To make such choices, consumers need to know wibgtdan do with the service
they purchase, how much of it they can use, whaliGgiions they can run, and what quality
they can expect. Such information should therefmi@dude maximum and minimum
connection speeds (where applicable), usage limitd,a general description of how traffic
management practices may affect the user experience

Thus, customers should receive information on hmifit management practices
may affect the user experience. Such informationld both assist consumers in choosing
between Internet providers and allay any misplacedcerns about the effects of those
practices on Internet services. Transparency daneas any concerns about openness and
competition in the Internet while empowering consusnand businesses to make choices
according to their individual preferences. Sucimgparency requirements, moreover, should
apply to all actors in the Internet value chain.

However, there is no reason to require providerdisclose the technical and often

highly proprietary details of their particular nek-management techniques that may assist
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their broadband competitors or third parties who reeek to evade those techniques to the
detriment of the network and consumers. Otherwiggwork engineers would face the
impossible challenge of having to decide each timey employ a new management
technique whether its prior disclosure would beunegfl, and whether such disclosure would,
or would not, create critical infrastructure vulakilities. Such disclosures also would be
highly impractical because of the need for constguutates. Network management practices
may change on a monthly, weekly, or even an hdwabis as the Internet ecosystem evolves
and new congestion challenges and security thesagsge.

AT&T also believes that quality of service requiremis should rarely, if ever, be
necessary in competitive markets where multipleajoes compete vigorously based on their
guality of service, in addition to price, servieafures, and the various other factors that
customers may consider in making their choice ofger. Operators in these markets that
fail to provide the service quality their customerpect risk losing business to operators that
meet or exceed those expectations. AT&T partibplguestions the relevance of such
guality of service requirements for business sewvisupplied to multi-national corporations,
which routinely require service level agreementsrfitheir suppliers ensuring the provision
of their required service quality.

Mandated standards may also fail to recognize sbate network users may desire
service qualitypelowcurrent “best effort” handling if it is offered atcommensurately lower
price (sometimes referred to as “scavenger” claBs). example, in the machine-to-machine
(M2M) context, some devices and applications mayhighly tolerant of latency but may
also need very low cost network connectivity togmenomically viable. Minimum service
quality requirements may have the unintended careseze of preventing these devices and

applications from entering the market.
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5. What are the potential competition’s concerns anig from the spread of new forms of
traffic management? Are the rules to protect trarsspncy of economical and technical
conditions of the services offered sufficient togwent the implementation of anti-
competitive conduct in the markets for data serg@aVhere regulation to protect
competition is proved to be necessary, which wdudthe tools policy makers should
use to regulate?\

6. What are the structural elements that characteritbe ecosystem of the network that
may be relevant, if potential competition problemsd specific market circumstances
make an intervention of the policy makers to proteompetition appropriate? Which
factors affect prices and quantities produced bytalaervices, as well as by the ability to
innovate and incentives to invest by the variouak&holders? How it is the relationship
between economic growth and net neutrality and wisathe impact of the Internet
economy on the development of the society?

As described above in response to Question 3, tiwttanding the huge growth in
Internet usage and massive global increase inneteraffic in recent years, there is no
evidence that unregulated traffic management hafadh led to any anticompetitive or
discriminatory practice that has not been fully amdftly addressed through the application
of existing regulatory measures and proceduresus,Thny structural concern with the
market performance is speculative rather thandagen, and as long as this is the situation,
AT&T believes that regulators should refrain fromegcriptive regulation intended to resolve
potentialfuture problems.

Such regulation could limit or prohibit longstanginetwork management practices,
inhibit the provision of widely used applicationsdaservices, increase consumer prices due
to mandated inefficient network design and managerend thus reduce the deployment
and adoption of the broadband services that areasmgly important to all countries’ future
growth and prosperity. Accordingly, rather thaketgsuch action based on speculation that a
market failuremight arise someday in the future, regulators shouldiireqadherence to
consumer focused principles and should take fugb#@on only if real problems in fact arise.

As described in response to Question 2 and inttaereed Engineering Background,
network practices that ensure quality of service particular Internet applications and
content have proliferated for years without contrsy — and the Internet has never been
healthier, more functional or more open. For eXamjoist in the last few years, new social

networking applications and multimedia sites haygl@ed in popularity:
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The video giant YouTube did not even exist in Japn®05, but now delivers
nearly 10.5 billion videos each month in the Uni&tdtesand has recently begun
offering high-definition video with a resolution #080p?*

The social networking site Facebook, which was tean 2003 and was
confined to college campuses until 2005, now claiwer 500 million users’
Twitter, which did not exist in 2005, is now tharthmost-used social network,
with 55 million monthly visits®

Amazon.com, which sold its first Kindle in late ZQthas altered the way that
millions of people obtain and read books, periddicand blog content and has

already prompted several competing servfées.

These content and application providers and othake changed the face of the
Internet and society at large all without any impezht from broadband providers or any
need for government regulation. Indeed, the Imerhas succeeded largely because
broadband providers invested scores of billions daoilars into broadband network
infrastructure to accommodate demand for theseicgtigns. Similarly, 3G wireless
broadband services have surged, and the wireledetpkace also boasts a range of wireless
platforms that have spawned literally hundredshaiusands of wireless applications from
third-party developers.

Today’s thriving Internet marketplace also dematss that service differentiation
provides significant competitive benefits to botbnsumers and businesses. Managed
services provided alongside access to the opemnbttesuch as network operators’ IPTV

services today, have a positive impact on the dgveént of the Internet access service.

24 See 1080p HD Is Coming to YouTub&ouTube Blog, Nov. 12, 2009,
http://youtubeglobal.blogspot.com/2009/11/1080pechdies-to-youtube.html

25

Facebook, Press Room, Statisthusp:// www.facebook.com/press/info.php?statistics
Douglas Mcintyre Facebook gets funding offer from Russian privatdgitgdirm, Daily Finance,
May 23, 2009, http://www.dailyfinance.com/2009/05/23/facebookszkinding-offer-
fromrussian-private-equity-firm/

26

Andy KazeniacSocial Networks: Facebook Take Over Top Spot, @m@timbs
Compete.com, Feb. 9, 2009, http://blog.compete.com/2009/02/09/facebook-myspace
twittersocial-network/

27

SeeMellissa J. PerensorAmazon Kindle Review: Igniting Interest in E-BogkBT
World, Nov. 21,2007 ,http://www.washingtonpost.com/wp-dyn/content/aef@007/11/21/
AR2007112100030tml; BBC News,Plastic Logic e-reader aims to challenge Kindl#an.
7,2009 http://news.bbc.co.uk/2/hi/technology/8446959.stm
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They are an important driver for the take-up ofhképeed broadband connections and a key
generator of revenues for operators, enabling dptogment of fast and very fast broadband
networks.

For example, the recent extraordinary developménthe mobile Internet and of
compelling devices, such as the Blackberry and nehdas been possible thanks to the
development of mobile infrastructure and technaegthat were largely driven by the
popularity of mobile voice telephony services. daation in the operators’ networks carried
out for their own managed services thus leads tmastructure roll-out and bandwidth
increases, fuelling innovation in Internet serviaad applications.

As regards future offers for pre-defined quality sdrvice offered to third party
content and online service providers, individuabagements with third parties may exist
alongside offers which are open to all interestadigs. Where operators are able to enter
commercial arrangements for superior quality o¥iser at the wholesale level, this creates
positive commercial incentives to offer the sendoeall parties to increase revenues. Any
restrictions regarding the provision of managedises by network operators going beyond
the application of competition law rules would sfgmantly slow down broadband
investment and take-up.

Therefore, differentiated commercial offers shobkl allowed in the Internet as in
other areas of the economy. Quality and priceedbffitiation in most markets and
circumstances enlarges consumer choice and insreassumer welfare. There is similarly
no case foper sebanning discrimination by operators providing ascto the Internet. At
the same time, any anti-competitive discriminatiyra market dominant undertaking should
be addressed by the competent authorities, whatttee network layer or other layers of the
Internet value chain. However, such agreementtilalg to raise competitive concerns only
where a dominant participant is able to abuse #gkat power.

Claims that regulators should ensure equalityedtment for smaller applications and
content providers also fail to recognize that thierdnet today treats various applications and
content providers quite differently depending oritttrcapital resources. Applications and
content providers that can afford access to thaeotelivery networks of Akamai and
others, or that can build their own such networks,Google and Microsoft have done,
already enjoy substantial performance advantages iwvals that cannot afford the use of

such networks. Yet, there is no suggestion thet ithequality of treatment warrants a
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regulatory solution. Indeed, prohibiting all sudtferential treatment would require the
abolition of these CDNs that leverage edge netwtokmovide online customers with lower
latency and higher quality of service than the cetition.

There is also no basis to claims that operatorddveave an incentive to degrade best
efforts Internet access in order to increase resgnobtained from managed services
arrangements. Competitive market pressures prevgnsuch conduct, which would quickly
drive customers to switch to rival operators thffered better performance. Indeed,
providers have long offered quality of service erdements to business-class customers, and
no one has suggested that they have degraded lwihdar the best-effort Internet access
platform to increase the value of their prioritizedrvices. To the contrary, best-effort
Internet access speeds keep increasing year adi@r gcross the industry; broadband
providers are investing billions to increase thegeeds; and they are spending millions more
on advertising to compete on the basis of suchlti.

Likewise, Internet interconnection markets highly competitive and have brought
massive reductions in transit prices to ensureapptication and content providers can reach
end users quickly and reliably. As described ie #itached Engineering Background,
Internet backbone providers use commercially-negedi peering or transit agreements for
traffic between their networks depending in parttlos traffic volumes exchanged. The use
of distributed interconnection between peers amagsit customers using neutral Internet
Exchange Points also has led transit customerstéwcionnect directly at these points. In
fact, ISPs and content providers have many optiongxchange traffic while avoiding
Internet backbone transit costs including secong@asring arrangements between ISPs and
paid peering arrangements between ISPs and cqrtantlers.

As noted above, some content providers have cariettuhuge content delivery
networks (CDNs) to deliver their content to cacbesers closer to ISP networks. As a result,
there is intense competition for transit busineesrag the many choices for the delivery and
exchange of transit traffic, resulting in a hugdusion in transit prices from approximately
$1200 per Mbps in 1998 to less than $12 per Mbi2908 and even lower levels toddy.

28 See, e.g.,

http://drpeering.net/a/Ask_DrPeering/Entries/200884 Transit_Prices_Race to_the Bottom.html
DrPeering, Why care about Transit Pricing?, htjpp@ering.net/a/
Peering_vs_Transit___ The Business_Case_for_Pddrmg.
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7. More generally, given the profiles related to theopection of the consumer and to the
protection of the competition, what are the methaafSntervention and regulation that
allow protecting the principle of net freedom, natgethat free and open nature that
distinguishes the Net?

8. What forms of intervention are deemed most appiiapg and effective, without
prejudice to the principles of appropriateness, rssity and proportionality of the
intervention respect to the objectives pursued untdee new regulatory framework?

For the end-user to fully benefit from an open inét environment, AT&T believes
that the debate on Internet openness should ndintiied to the ‘network layer’ in the
Internet. Key elements for users’ unrestrictedeasdo information, content and services are
located on other layers of the Internet value chairth as Internet search or content and
service platforms. It is in these areas that camp over alleged anti-competitive behaviour
have been raised in the recent past.

Against this background, regulatory principles tos@we openness, such as
competition and transparency rules, should as $gpassible be applied symmetrically and
equally across the players in the Internet valerchThese policies should address issues of
competition, openness and consumers’ rights noty o the level of electronic
communications networks and services but wherdner €merge in the Internet value chain.

AT&T believes that existing policies on Internetenpess are serving consumers well
in their present form and that there is no neeekfzand these measures. The more imminent
threat to consumers and competition is inadequatepetition and diversity in the search
market, where one provider has an overwhelmingiyidant position. Thus, the Authority
cannot protect Internet “neutrality” without consithg the significant role that search
engines play in influencing and limiting consumeascess to online content, applications,
and services — and online content, applicationsamdice providers’ access to consumers.

The crucial role that search engines play in deténg which Web sites users will
visit means they affect the free flow of informattion the Internet more than any broadband

Internet access provider. And one search engingaiticular—Google’s—dominates that
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market in selecting the winners and losers on ttiermet. Google’s share of the search
market is between 83% and 90% worldwide for the y@®1 2016°.

Furthermore, Google is decidedly non-transpareugihow it affects consumers’
experience. In its own words, “opening up the cfideour search and advertising products]
would not contribute to these goals [of Interne¢mpess] and would actually hurt users. . . .
Not to mention the fact that opening up these systevould allow people to ‘game’ our
algorithms to manipulate search and ads qualitykings, reducing our quality for
everyone.®® Thus, by Google’s own design, consumers have s lta make any kind of
informed choice when selecting their search prayided may simply continue using Google
based on habit or its preeminence in the searcloalite advertising markets.

In contrast, the largest broadband Internet agoessder could at most theoretically
foreclose access only to a small percentage ofrietaisers (and even then, only to those that
connect to the Internet exclusively through onealllbmnd access provider, and not those who
may have a connection both at home and at workyhwr use both wireline and wireless
broadband Internet access).

To be clear, AT&T contends that adherence to exgstinternet principles and
policies as adopted by the EU, the FCC and othantces such as Japan, combined with
general antitrust enforcement, are sufficient tovego all Internet-based services and
applications. But no regulator rationally couldjutate broadband access providers on the
basis of hypothetical misconduct, when this approaoould leave search providers
unregulated in the face of Google’s market powtsrgatekeeper capabilities, and its actual
demonstrated abuse of both.

Google’s already widely-distributed network andadaenter system also gives it a
significant incentive to prevent potential compestfrom being able to obtain prioritization
for their services. As described in the attachewjifieering Background, Google has
constructed a vast “overlay” content-delivery nakev@CDN) that enables it to out-perform
its rivals in the delivery of search results tomgsiroughout the world. While Google can

obtain settlement-free peering directly with endrusroadband networks, less well-funded

2 Seemarketshare.hitslink.com available at:

http://marketshare.hitslink.com/searchenginemaskere.aspx?gprid=4tatcounter.com available
at: http://gs.statcounter.com
30

SeeJonathan Rosenberg, The meaning of open, GoogleMRolicy Blog, Dec. 21, 2009,
http://googlepublicpolicy.blogspot.com/2009/12/miearof-open.html
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application and content providers must purchase CdgXvices or rely on traditional
access/aggregation and backbone services to semdrffic through potentially congested
routers and links en route to other Internet us&sogle thus has every interest in promoting
government-enforced “network neutrality” regulasotnat would prohibit or limit network
operators’ use of traffic management techniqueswoald allow competitors to match some

of Google’s self-provisioned advantages.

9. How would the full implementation of the principlef net neutrality impact on the
social, cultural and political life of the country®hat are the general values associated
with debate on net neutrality that should be takiro account to ensure the full
implementation of the principle of net neutralityth this regard, what tools can be used
by the Authority?

10. What is the relationship between the different asps of the principle of Net Neutrality
and pluralism of information and, more generallyrdedom of communication and of
expression?

The spectacular growth of the Internet and its m&af@e contribution to
communication, culture, political discourse, andrammic development throughout the
world is the direct result of policies that havdoakd the Internet to develop in the
marketplace free from government regulation thauldchave locked in place specific
technologies or business models. AT&T believes gwvernments and regulators should
continue to apply these highly successful deregnjapolicies to encourage and stimulate
the further development of the Internet as netwaoplerators make investment decisions
regarding the huge expansions of broadband netveaikties, both fixed and mobile, that
are required to meet ever-increasing consumer dasfan high bandwidth services.

Information and communications technology (ICT)ailseady a critical driver of
economic growth in both developed and developingnttes. The further deployment of
broadband technologies promises to multiply theseefits by leading to the creation of
innovative services that are key economic driverstiemselves and also enhance the
benefits of investments in other industries andtitutsons — such as by enabling
transportation systems to run more smoothly, dahigenew efficiencies to electric grids,

expanding access to health care, providing new \wptlons that allow reduced travel and
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emissions, connecting students to expanded edueitiesources, and bringing increased
effectiveness to government.

To deliver these results, governments and regwaioould continue the investment-
friendly policies that have brought the vast expam®f network facilities throughout the
world and allowed this critically important globemmunications medium to flourish and
benefit the global community in ways that would édeen unimaginable twenty years ago.
Prominent among these beneficial policies that khba maintained to achieve this goal is
the need to avoid any prescriptive regulation oé timternet and associated service

arrangements.

Regarding the question on freedom of expression lamman rights, AT&T is
committed to respect basic human rights. We beltbat the freedom to access information,
the freedom to communicate and the respect foropatsprivacy are essential to the
advancement of human potential. At a most basiel lehe infrastructure we build and
operate is part of a global platform which enatites ability to connect and communicate.
Through our services and platforms, we make it ipsgor our users to hold and share
opinions freely, to seek out the ideas of othedstarcommunicate their own. This exchange
of information and ideas is at the very core of whe& do as a company. Wmlieve
restrictions on freedom of expression using comeations services and the Internet will
diminish their usefulness, dampen the exchangedefs and reduce innovation and
commercialopportunities.

Although national governments have a primary roledetermining and protecting
basic human rights, it is increasingly important Businesses working internationally to
establish a framework for their actions that pagdiytimpact human rights. We will work
with governments, industry, consumers and civiietycdo promote human rights around the
world in areas associated with our operations. réé®gnize that governments can have a
legitimate interest in addressing important objedisuch as national security, public safety,
law enforcement and preventing harm to childrene hlieve governments should narrowly
tailor such restrictions to meet those objectivaas] should base any such restrictions in
transparent laws and regulations to the extent peanby law. When faced with such
restrictions, AT&T will validate the legality of éhrestriction under applicable law and seek

to minimize any adverse impacts on our users. Weganerate periodic reports regarding
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our experience with such requests to the extermnitted by the law. We encourage the

national governments to address human rights issiteother governments directly.

Thelnternational dimension of the Net Neutrality debate

In these comments, AT&T has already reviewed the di8 EU Net Neutrality
discussions. We would like also to highlight thilees major international proceedings on net
neutrality during the past 6 years. The purposthe$e comments is to assist the Authority
by highlighting what most regulators have conclud#dr extensive review.

The detailed facts about the importance of readenadiwork management put on the
record in these proceedings have helped to narewgap between opposing perspectives,
and have made clear that there is a general camsems acceptable network operator
behavior requiring the avoidance of anti-competitpractices or any blocking of lawful
content, applications and services, and the needadequate transparency and openness
concerning network management practices and tlog@npal impact on consumers.

The major debate in these proceedings has beerdetiiose advocating the use of
prescriptive regulation to mandate that networkrafmes adhere to these behavioral norms in
their provision of Internet access, and those ermiplmy that competitive market forces
ensure such adherence while avoiding the harmfecef to the market that likely would
result from new regulation. Importantly, duringgle proceedings, regulators frequently have
begun their analysis of net neutrality with an iegsion, fostered by pro-regulatory interest
groups, that extreme interventionist measures aegled in order to prevent severe harm to
the Internet. After learning the facts about thielnet ecosystem, however, ultimately these
regulators either have adopted much more restraimeasures that reflect a dynamic and
competitive market, or have decided that new regofameasures are not necessary at this

time.

Canada

After an extensive proceeding, Canada has takeighttHanded approach to net
neutrality oversight. In October 2009, the Cangddio-Television and Telecommunications
Commission (CRTC) issued a policy (rather thagulation permitting Internet service

providers to use a variety of prioritization methpahcluding traffic shaping and slowing



26

atat

{((

down of certain applications, as long as such me&tdo not result in “noticeable
degradation of time-sensitidaternet traffic” or slow down other traffic “to sh an extent
that it amounts to blocking the contefit* The CRTC described its policy as “a principled
approach that Although the policy forbids pradidbat are “unjustlhydiscriminatory” or
“unduly preferential,” it permits service providers to eggan a variety of prioritization
practices providing they act in an impartial mannénat is transparent to
consumers.appropriately balances the freedom oadans to use the Internet for various
purposes with the legitimate interests of ISPs tmage the traffic thus generated on their

networks, consistent with legislation, includingvacy legislation.®?

Hong Kong

The Office of the Telecommunications Authority (O&Tin Hong Kong also has
taken a restrained approach with respect to netralgy. In March 2009, OFTA issued a
discussion pap&tin which it expressed its view that net neutratitiersight should concern
anti-competitive and unreasonably discriminatorgduct. OFTA noted that the competitive
nature of the telecom market in Hong Kong can dilrty negative impact that would arise if
an operator were to engage in discriminatory aridcampetitive actions and, moreover, that
existing safeguards against the abuse of markeepawd discrimination are adequate to
guard against such conduct. OFTA stated that ‘g as the ISPs adopt a fair and open
method to control the flow of Internet traffic oheir networks, this should be tolerated.
Adopting more vigorous regulations at this stagg imave unintended consequences that can
stifle investment and innovatiof™ As with many other regulators, OFTA has thus el
on the need for transparency, reliance on marketefy and the prevention of anti-
competitive conduct, rather than the introductidnnew prescriptive regulation of traffic

management.

3 Canada Radio-television and Telecommunicatiormar@ission,Telecom Regulatory Policy

CRTC 2009-657, Review of the Internet Traffic Mamagnt Practices of Internet Service Providers
at pars.123-27 (Oct. 21, 2009), availablatit://www.crtc.gc.ca/eng/archive/2009/2009-657 .htm
% Id. at Summary.

8 Id. at Summary.

3 Regulatory Affairs Advisory CommitteRAAC Paper No. 2/2009, Network Neutra(iypr.
23, 2009), available &ttp://www.ofta.gov.hk/en/ad-comm/raac/paper/raa@®9.pdf

3 Id. at 20.
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Japan

After a substantial multi-year study, the Japan iMig of Internal Affairs and
Communications (MIC) concluded that there is naenir need for net neutrality regulation.
Following a number of public consultations, draports, and industry panels, in September
2007 the MIC released a final rep8rtoncluding, among other things, that there is asec
for imposing ex anterules and that charges for bandwidth-intensive exntmay be
determined through negotiations between Internsticse providers and content providers.
Notably, referencing Japan’s 2004 general tramsittom ex anteto ex postregulations in
order to ensure minimum regulatory interventioth@ marketplace, the MIC stated that “it is
appropriate to always bear in mind this minimalulatpry framework be also kept for IP-
based networks since remarkable changes in marketiwe and network structure brought
on by rapid innovation are further expectéfl.”Japan’s regulator did, however, encourage
communications providers themselves to developealmes for traffic management, noting
that “bandwidth control [packet shaping] is recagui as an appropriate method” to ensure
guality of service for Internet users. They furtlstated that “to establish a broad-based
consensus on bandwidth control criteria, it is adble to seek participation from diverse
parties in drawing up ‘packet shaping guideliné&.” In response, in May 2008 four
telecommunications trade associations issuellintary guidelined® that permit traffic
shaping. These industry guidelines allow providetsbject to disclosure obligations, to
impose restrictions on certain end-users and agiits such as peer-to-peer (P2P) that
consume disproportionate bandwidth and potenti@ddigrade service quality for other users.
Thus, the position of the Japan regulator is that government should not prescriptively

regulate the Internet, and that the industry shealtiregulate through industry guidelines.

3% Ministry of Internal Affairs and Communicatiori@eport on Network Neutrality, Working

Group on Network NeutralitgSept. 20, 2007), available at
http://www.soumu.go.jp/main_sosiki/joho_tsusin/gui/070900_1.pdf
37

Id. at 9

38 Id. at 29-30.
39 Japan Internet Providers Associat@iral, Guideline for Packet Shapir{iylay 2008),
available ahttp://www.jaipa.or.jp/other/bandwidth/quidelinepéf.
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United Kingdom

In the United Kingdom, the regulator Ofcom has egpdly refused calls to interfere
with Internet service providers’ reasonable managdnof their networks. In a March 2007
Policy Statement, Ofcom explained that “...the #xg market structure, the level of
competition in service provision and the regulatpojicy in Europe, combined with powers
to address such issues under the existing regulitaonework[] will be sufficient to address
issues that arise in relation to network neutratibyv and in the future. . . Specifically, in a
competitive market, with consumers that are welbrimed in relation to the activities of
different ISPs and who can easily move to compepngyiders, competition itself can
[provide] a constraint on behaviours that reduaesamer benefits*

The UK has consistently found that net neutralgguiation is unwarranted. In a
January 2009 repoft,the UK reiterated its rejection of pre-emptive netitrality principles
in the absence of clear market failure, noting thiz@ Government has yet to see a case for
legislation in favour of net neutrality. In consegge, unless Ofcom find[s] network
operators or ISPs to have Significant Market Pojjeestifying] intervention on competition
grounds, traffic management will not be prevent®d.The report concluded that without
such a finding of market failure, net neutralitguéations would be imprudent because they
may stifle investment. And after a nearly two-y&arg assessment of the mobile sector,
Ofcom announced a similar policy with respect toeless networks, reporting that “[ijn a
competitive market we expect that the degree dfficrananagement (if any) will be
determined by consumer choice and therefore doégetmire regulation. We therefore
believe that our promotion of competition in thebid® sector has the potential to address
these concerns to a large degr&e.Although Ofcom acknowledged that prioritizationda

even blocking may occur in the absence of reguiatib concluded that the appropriate

40 Ofcom,Regulation of VoIP Services: Statement and pulidinaif statutory notifications

under section 48(1) of the Communications Act 2008ifying General Conditions 14 and, 28 80-
81 (Mar. 29, 2007), available at
http://stakeholders.ofcom.org.uk/binaries/considtes/voipregulation/statement/voipstatement. pdf
“ Department for Culture, Media, and Sport and Bepent for Business Entertainment &
Regulatory RefornDigital Britain, The Interim ReportJan. 2009), available at
http://webarchive.nationalarchives.gov.uk/+/httgwiv.culture.gov.uk/images/publications/digital _br
itain_interimreportjan09.pdf

42 Id. at 22.
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response is to require transparency concerning gueltices, rather than to impose
prohibitions.

In the most recent United Kingdom review in Junel@0Ofcom published a
discussion papé&t on Internet traffic management practices to deie@mhow Ofcom’s
existing powers, and future enhanced authority urlde amended EU rules that will be
transposed into UK law this year, might be use@ddress traffic management concerns.
Ofcom stated: “[O]ur initial position is that disminatory behaviour is only a potential issue
where firms have substantial ‘market power’ andl@adiscriminate in favour of their own
services[]. In this case, any form of discrimipatiwill come under very close scrutiny to
ensure that there are no anti-competitive effeci&e believe that there is insufficient
evidence at present to justify the setting of b&nkestrictions on all forms of traffic
management*® Moreover, Ofcom noted that to date it has reakive formal complaints of
traffic management being used as a form of antigsiitive discrimination.

As shown by those examples, there is no disagreeatsyut the central role the
Internet plays in society, and the need to presgsvepenness. While the ultimate resolution
of the net neutrality debate in the U.S. remaindaar, many regulators across the globe are
finding common ground on a balanced approach toneatralityand preserving consumer
interests, without overly distorting competition tlWween participants in the Internet
ecosystem. Indeed, many regulators have begundhalysis of net neutrality by asserting
that heavily prescriptive regulation is necesshty,this has not been the typical outcome of
these proceedings. Rather, the general resulbbas one of restraint. Regulators have
emphasized the need to preserve incentives foramktaperators to reasonably manage and

invest in their networks. Specifically, regulatbisve:

- Highlighted the importance of meaningfurlansparency for network management

practices—e. providing information to consumers about pradjcewvithout

43 Ofcom,Mobile Evolution: Ofcom’s mobile sector assessmati21 (Dec. 17, 2009), available

athttp://stakeholders.ofcom.org.uk/binaries/consigis/msa/statement/MSA_statement.pdf
a4 Ofcom,Traffic Management and ‘net neutrality,” A DiscussDocumen{Jun. 24, 2010),
available atttp://stakeholders.ofcom.org.uk/binaries/considied/net-
neutrality/summary/netneutrality.pdf

45 Id. at 2.
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disclosing technical details that could jeopardizeurity or commercially sensitive
information;

- Recognized that network operators have a legitimmeted to utilize reasonable
network management practices and that such soumdlucb does not harm
competition;

- Affirmed that competitive markets are the optimahsumer safeguard for and best
barometer of an open Internet, and that new reigalahould not be adopted absent a
demonstrated market failure; and,

- Found that there are compelling reasons to apgigaally “light-touch” regulation
to the evolving areas of wireless Internet accasd, to specialized servicesich as
IPTV and Enterprise VPNs.

As the Authority examines net neutrality, we urpattthe starting point for analysis
should reflect this emerging global regulatory ersis, which supports a restrained and

fact-driven approactoward theadoption of new regulation in this area.



ENGINEERING BACKGROUND

A. The Development of the Internet

The “Internet” is not a single network, but is eetl a loose confederation of thousands
upon thousands of networks, most of them built aperated with private risk capital, with no
guaranteed returns. Without government compulsioimtervention, each of these constituent
networks has voluntarily adopted a common protaad addressing scheme—the Internet
Protocol—that enables its customers to communiceite customers connected to other
networks for purposes of exchanging higher-layaliaations and contert.“The Internet,” as
that term is commonly used, is a conceptual aggimyaf these mostly private IP-based
networks spread across the world.

The Internet Protocol and its predecessors weseférmulated several decades ago by
academics and consultants funded by the AdvancesdReh Projects Agency (“ARPA”), a
subagency within the U.S. Department of Defensée dlevelopment of the Internet Protocol
was (and continues to be) overseen by the Intdétngineering Task Force (“IETF”), a private
entity? For many years after its inception, the Intermets restricted to academic and
governmental institutions and their consultantsg aommercial transactions were strictly
prohibited. In the early 1990s, the U.S. governinfiglfy “privatized” the Internet by selling key
infrastructure assets, including an integral backboetwork known as NSFNET, to private
network operators. Since then, the Internet hagldped to its current advanced state, largely
unrestricted by government regulation.

B. Overview of the Internet’'s Constituent IP Netwaks and the Blurring
Distinction Among Backbone, Access, and Edge Funotialities

The intertwined private networks of the Internet all part of an evolving global
ecosystem. A given network’s role in that ecosysie complex and dynamic, and the network
may play several roles at once. Nonetheless, popigcussions of the Internet tend to classify
its constituent networks into three basic categorigackbone networks; access/aggregation
networks; and edge networks. Despite their nahee;'¢dge” networks play as central a role as
conventional access and backbone networks in emwgtinat application and content providers
can reach end users quickly and reliably.

1. Backbone Networks

In this context, the term “backbone network” desotiee highest-capacity portion of a
network operator’s facilities, typically consisting very high-speed routers and fiber-optic links
stretching across large geographic areas. Thdbbae network serves two main functions.

! SeeResolution of the Federal Networking Council, @#, 1995 (quoted in Barry M.

Leineret al, A Brief History of the InternetSOC, http://www.isoc.org/internet/history/
brief.shtml).

2 SeelETF, The Tao of IETF: A Novice’s Guide to the Internegieering Task Force
(Nov. 30, 2009), http://www.ietf.org/tao.html.



First, it connects the various access/aggregattworks that the provider has deployed to reach
its end user customers, which may range from resalehouseholds to large enterprise
businesses, including Internet content and apmdicaproviders. Second, each provider’s
backbone network interconnects with other providéackbone networks. The conceptual
accumulation of all network operators’ individualadkbones is sometimes referred to
collectively (and somewhat misleadingly) in thegsitar as “the Internet backbone.”

The bilateral agreements that enable traffic todrdbetween two different backbone
networks commonly follow one of two different busgs models: peeringandtransit The
choice between these two models turns in part emdlative value that each of the two networks
brings to the interconnection arrangement.

Under peering agreements, each network interconnects for theogerpf terminating
packets sent from the other peer to end pointsedeby the terminating peer’'s network. Such
arrangements typically anticipate, among otherghithat the traffic exchanged between the two
networks will be roughly equal in volume, such teath backbone network will incur roughly
the same costs in handling the traffic originatgdt® other network. To avoid administrative
overhead, parties to these bilateral peering ageatstypically forgo the mutual exchange of
compensation and peer on a settlement-free b&8sisin some cases, where the traffic volumes
exchanged are unequal, or where one network otkeralls short of the other’s peering criteria,
the parties may enter into a paid peering arrangemeJnder paid peering, the networks still
exchange traffic through high-capacity peering dinkut the “non-compliant” network makes
payments to the other network.

Undertransit arrangements, Network X pays Network Y to arrangléevdry of Network
X’s packets to any destination on the Internet emdccept delivery of packets destined for
Network X's customers from any location on the tn&® Rather than exchanging traffic
through peering links with Network Y, Network X fgally buys a robust, enterprise-class
Internet access service from Network Y, which sigspihe interconnection facilities.

From their inception, these peering and transdti@hships have been unregulated, and
the market for peering and transit has functionéti great efficiency. A key reason is that the
larger backbones “compete for the transit businéssnaller backbones in order to increase their
revenues,” and this competition has driven trgmsdes down significantly over the last decade,
from approximately $1200/Mbps in 1998 to less tHaa/Mbps in 2008. At the same time, the
growing volume of traffic on the Internet, which wiéscuss below, will require content and
backbone providers alike to explore new technobgied business models for the cost-effective
delivery of high-bandwidth and performance-sensitientent.

3 SeeMichael Kende,The Digital Handshake: Connecting Internet Bacld®i-CC,

Office of Plans and Policy, OPP Working Paper No2, 3at 7 (Sept. 2000),
http://www.fcc.gov/Bureaus/OPP/working_papers/opp2pdf.

4 See idat 20; DrPeering, Why care about Transit Priciftdt://drpeering.net/a/
Peering_vs_Transit___ The_Business_Case_for_Pedrimlg.



2. Access/Aggregation Networks

End users—from residential subscribers to largerpnse customers—connect to the
Internet through the “access” portion of an ISRéswork® Broadband access networks perform
two key functions within the Internet ecosystenst-they provide the last mile (or last several
miles) to end-user locations through a variety ethhologies, ranging from DSL or coaxial
cable links to wireless spectrum to OCn-level fibptic cables. Second, at one or more points
along the way to the ISP’s backbone network, thggregatethe traffic of progressively larger
sets of different users and transmit this aggrebataffic over increasingly higher-capacity
facilities. This portion of an access network—tnelge between the “last mile” and a backbone
network—is sometimes known as an “aggregation” nétw While the boundaries between
access facilities, aggregation facilities and bacidbfacilities vary from network to network and
are not always easy to identify with precision, flodowing diagram provides a general
approximation of the three network segments:

Backbone Aggregation & Access End-user

/
Peering / Transit
Connection to Other
Networks

r‘ i End-user
A 1] !

Different broadband networks require different @&&gr of network management to
function properly for consumers. Wireless broadban particular, poses formidable and ever-
changing network-management challenges. These ftom, among other things, the unique
nature of radio of spectrum, such as hard limitseailable spectrum and the physics of radio
propagation, and the revolutionary transformatiérwoeless broadband technology itself as
network engineers complete their conversions frog t8 3G—and then begin converting
today’s 3G networks into tomorrow’s 4G LTE netwarks

For many years, broadband providers have offeredlitgtof-service (“QoS”)
enhancements to enterprise customers, includindicafipn and content providers. For
example, broadband providers have long allowed ertnproviders and other enterprise
customers to designate certain packets for pridn@ydling during periods of congestion,
depending on (among other variables) whether tipaskets are associated with real-time or
other unusually delay-sensitive applications. Addband provider will then ensure special

> These comments use the terms “broadband Inteaweess provider” and “ISP”

interchangeably.



handling for those packets throughout the QoS-eabapbrtions of its network. Those network
facilities also typically carry non-QoS-enhancedegst effort”) Internet traffic from both
enterprise and residential customers. These nk$name engineered to meet the performance
requirements of each class of traffic while allogvithe network operator and its customers to
reap the tremendous cost efficiencies of sharekigtawitched facilities.

3. “Edge”/Overlay Networks, CDNs, and the Rise of e Content “Hyper
Giants”

In the Internet’s early years, the stereotypicaldg&’ network used by an application or
content provider consisted of a server or two dperdby a small entrepreneur working in a
garage or in low-rent office space. Today’s legdidge networks have evolved into something
radically different: transnational facilities-baseetworks with an unprecedented combination of
transmission capacity, processing power, and datage® Among the largest are the massive
“server farms” and caching networks developed bymanies as diverse as service providers
Akamai and Level 3, on-line retailers Amazon.cord aBay, Internet portals Yahoo! and MSN,
and—Iargest of them all—Google. These “overlay™@yntent-delivery networks” (CDNSs) use
much the same technology and perform many of theesauting and long-haul transmission
functions as Internet backbones and allow appboasind content providers to direct customer
requests to the closest cache server that hashmilequested content and the capacity to serve
the request at the instant it is received.

Google, for example, maintains a sprawling netwawRsisting of hundreds of thousands
of servers, many of them clumped in massive datdéece or server farms, connected by high-
capacity fiber-optic cablé. Combined with Google’s multi-billion-dollar invesent in data
storage and processing power, this “overlay” CDEldes Google to outperform its rivals in the
delivery of (for example) split-second search resstd end users throughout the world. Google’s
success exemplifies the growing power of CDNs oa liternet. Traditionally known as
“caching” networks, CDNs distribute and store cepaé content on servers at multiple locations
across the Internet (typically located near ISPkbane networks) and thus enable end users to
gain access to that content more quickly and rglidhan in a conventional “unicast”
arrangement, where each end user must communicatglyl with a single centralized server.
For example, when a typical end user types “wwweappm,” “www.facebook.com,” or
“news.google.com” into an Internet brow8ehe data request is directed to a nearby CDN cache
server, where the content of those websites has &teeed, thus enabling the end user and the

6 See George Ou,Two Hypocrites in a GarageDigital Society, Nov. 23, 2009,

http://www.digitalsociety.org/2009/11/the-hypocrisitgoogle-and-skype/.

! SeeGeorge GilderThe Information FactoriesWired, Oct. 2006, http://www.wired.com/

wired/archive/14.10/cloudware_pr.html. In additimnGoogle, other major Internet companies,
including Microsoft and Yahoo!, are likewise comstiing enormous networks of their own and,
like Google, are revolutionizing the role of thestensible “edge” networks within the Internet.

8 SeeAkamai,Customer Listhttp://www.akamai.com/html/customers/customet.Hisnl.



cache server to exchange data far more quicklyedindently than if the data were stored on a
single, centrally located server far from the esdrti

The bottom line is that, all else held equal, eisdrs have better experiences in their
interactions with CDN-equipped content provideranttwith content providers that do not use
CDN functionality. This in turn means that wellkfiled content and application providers that
can afford to purchase (or self-provision) CDN s=@® have a substantial advantage over less-
well-funded rivals in the battle to bring end usens-quality Internet experiences.

The success of Google, Limelight, and other overlastworks also marks an
unprecedented shift of power within the Internebsgstem. Even four years ago, analysts
recognized that Google had begun “building a netvear massive that several service provider
specialists believe it could end up with one of therld’s largest core transport networks,
effectively building its own private Internet” afidontrolling distribution of much of the world’s
Internet traffic.’° Today, that process is nearing completion. Aeméstudy conducted by the
University of Michigan and Arbor Networks cites thiee of Google and other content “hyper
giants” as evidence of a fundamental shift in poreéationships within the Internet ecosystem:

Five years ago, Internet traffic was proportionadligtributed across tens of
thousands of enterprise managed web sites andrsemaind the world. Today,

most content has increasingly migrated to a smathlver of very large hosting,

cloud and content providers. Out of the 40,00Q@edend sites in the Internet, 30
large companies — “hyper giants” like Limelight,cEaook, Google, Microsoft

and Y(l)luTube — now generate and consume a dispropaie 30% of all Internet

traffic.

This development has upended Internet business ImodRather than relying upon
conventional Internet backbone networks to deliyair content to “eyeball” networks, these
hyper giants have grown so large and powerfulttie can “cut out the middle man” and obtain
settlement-free (zero-priced) peering directly vattme end-user broadband networks.

A related harbinger of change within the Internsisystem is the emergence of so-called
reverse-blocking:the practice by certain content providers of witldivay their must-have Web
content from end users unless the broadband previniethose end users agree to pay extra for
it. For example, Disney currently blocks accessit$opremium sports programming site,

9 Although Google and a number of other large hmgercompanies self-provision their

own CDNSs, many application and content providensaurce this functionality by hiring third-
party CDN providers such as Akamai, Limelight, Le®eand AT&T.

10 R. Scott RaynovichGGoogle’'s Own Private Internet.ight Reading, Sept. 20, 2005,

http://www.lightreading.com/document.asp?doc_id=6R9

1 Arbor Networks ,Two-Year Study of Global Internet Traffic Will beeBented at
NANOG47 Oct. 13, 2009, http://www.arbornetworks.com/en/arbor-networks-thmversity-
ofmichigan-and-merit-network-to-present-two-year-study-offgbint-2.html




ESPN360, from consumers whose broadband providersiad pay fees to Disney, and it
explicitly steers those disappointed consumers/a providers that have paid dp:

Google similarly blocks access to YouTube from inét-enabled set top boxes sold by
vendors that do not enter into high-priced adviagisrrangements with Googté. There is no
reason to suppose that these will be isolated @mtgd As illustrated by recent cable
retransmission-consent deals, content provideendiave more market clout than distribution
networks and can now successfully charge thoseank$wsubstantial fees for the privilege of
carrying their content! Over time, the reverse-blocking phenomenon magefdSPs to pass
through charges to the specific subscribers whothsecontent in question—rather than to all
subscribers indiscriminately—by establishing difier content-based tiers of Internet access
service: those for end users who order variousbaooations of premium applications and
content, and those who do not.

There is no clear reason why such overt “balkamnatof the Internet should concern
policymakers less than the much more benign pragpat money will sometimes flow in the
opposite direction as well, when a content provid@untarily pays a broadband provider for
QoS enhancements for unusually performance-seasitbntent. Certainly considerations of
market power cannot support this disparity in ratprly treatment, because broadband providers
are often the less powerful parties in the releaational) market than the application/content
providers they must deal with.

C. The Internet Is Not Now a “Neutral” Place, and Roposals to Convert Broadband
Networks into a Collection of “Dumb Pipes” Would Make It Less Neutral in Its
Treatment of Competing Applications and Content

The rise of CDNs and the content hyper-giants e afrseveral phenomena that explodes
a popular myth underlying much net neutrality aca@c the notion that as a platform for
commerce, the Internet does not distinguish betwaelnudding entrepreneur in a student
dormitory room and a Fortune 500 company. In fapplication and content providers with the

12 As Disney explains on the ESPN360 website: “ESN\com is available nationwide,

but you must subscribe to a participating high dpagernet service provider. . .. Click here to
find out more on how you can request access to BSBNom or switch your service to a
participating high speed internet service provider. ESPN360.com FAQ
http://espn.go.com/broadband/espn360/fag#4.

13 SeeEliot Van Buskirk,YouTube Blocks Non-Partner Device Syabas as AlmtafFly,
Wired, Nov. 20, 2009, http://www.wired.com/epica’2009/11/youtube-blocks-non-partner-
device-syabas-as-allegations-fly/.

14 For example, “News Corp sought as much as $1 attmper Time Warner Cable

subscriber for rights to Fox, home of ‘The Simpsa@m&l ‘American Idol”. . . . If other networks
seek similar terms, cable operators may have to dot as much as $5 billion a year—and
would probably pass the cost on to subscribersl €aaig Moffett, an analyst at Sanford C.
Bernstein in New York.” Kelly RiddellFox-Time Warner Cable deal could mean billions for
broadcastersWashington Post, Jan. 4, 2010.



capital resources needed to buy CDN services—duutlal out their own global networks, as
Google has done—will provide consumers with fatdrgberformance than can any “mom-and-
pop site” or “budding entrepreneur in a dorm rodirét lacks such resources and cannot obtain
capital financing. As Akamai explains in a 2002iw@lpaper, the competitive advantage that
well-funded providers gain from CDN services hawlfustified the price of purchasing them.

In contrast, application and content providers tennot afford to buy CDN services
must rely on traditional access/aggregation andi@we services to send their traffic through
many potentially congested routers and links emerém other Internet users, with accompanying
increases in the potential for latency, jitter, gatket loss. No one claims that the government
should intervene to neutralize this disparity, hseano one who understands the Internet
ecosystem believes the populist “equality” rhetariiderlying much of the advocacy for net
neutrality regulation.

In other respects as well, it is wrong to suggeat the Internet would be “neutral” in its
treatment of different applications and contenbnty broadband networks were turned into a
collection of dumb pipes. Indeed, many of the oates that the pro-regulation advocates would
impose on the Internet would make it, if anythitegsneutral under any meaningful definition
of that term.

One reason relates to a content or applicationigeog choice of a transport protocol for
its outgoing traffic:® The Internet is often described as using the “TEProtocol suite,” with
IP at Layer 3 (the “network” layer) and the trangpmntrol protocol (“TCP”) at Layer 4 (the
“transport” layer). But some Internet traffic domest in fact use TCP; instead, application
providers sometimes choose the alternative “ustgdam protocol” ("UDP”) at Layer 4. When
used appropriately, UDP’s attributes can be berafior a range of purposes, including Domain
Name System (DNS) queries. At the same time, ti@ce between these transport-layer
protocols has significant implications for how fmibandwidth is allocated among competing
uses during periods of congestion. TCP is constlar‘polite” transport protocol because it can
sense congestion and “throttles back” transmissaias until after the congestion lifts. In
contrast, UDP omits the error-correction functimisTCP and, unlike TCP, does not throttle
back in the face of network congestion. And pragidecause UDP applications “send out data
as fast as [they] can,” even when they encountegestion, “while [conventional] TCP-friendly

15 Akamai White PaperWhy Performance Matterq2002), http://www.akamai.

com/dl/whitepapers/Akamai_Why_ Performance_Matter§Vhitepaper.pdf (emphasis
added).

16 See generallyJames Kurose & Keith Ros$omputer Networking: A Top-Down

Approach50-54 (5th ed. 2010) Kurose & RosY (discussing Internet protocol layering). As

discussed below, providers also use, in additiorth®s Layer 3 and Layer 4 mechanisms
discussed in the text, a variety of prioritizatitgechniques on other, non-IP layers of data
communications, including Layer 2.¢.,Ethernet, ATM), Layer 2.5 (MPLS), and even Layer 7
(SPDY), all of which affect how end users expereetite Internet.



applications deliberately send fewer and fewer ptxk the latter applications may end up
“starved of network resourced’”

Moreover, even if application designers choose T@Rheir packets, they can structure
their applications to elbow other applications asidl a quest for a greater share of the limited
bandwidth across congested links. Indeed, “Bitdiorr sessions are so named precisely because
they aggressively consume disproportionate amoohtsipstream subscriber bandwidth by
opening up multiple connection streams to seizeciap for themselve¥ As one academic
study has shown, “as few as 15 BitTorrent usersa@able modem network “can significantly
reduce the service quality experienced by othesailters.*® As the inventor of BitTorrent has
explained, this was intentional: “My whole ideasyd_et’s use up a lot of bandwith.” . . . | had
a friend who said, ‘Well, ISPs won't like that.’ nd | said, ‘Why should | care? BitTorrent
Inc. recently acknowledged the need to be more orétiviendly and, to that end, launched a
new implementation of the BitTorrent protocol: uwiemt 2.0. According to recent tests,
however, the efficacy of this solution is stilldoubt®

In short, passivemanagement of the IP platform would produm®neutral outcomes
among the packets associated with different appbics, because it would allow applications
with “selfish” protocols to trump those with “padit protocols in the contest for finite
bandwidth.

Second, even if all transport-layer protocols wegeally polite, passive management of
the IP platformstill would not produce “neutral” results in any meanutgiense, because it can
hardly be “neutral” for network engineers to igndhe vast disparities in the QoS needs of
emerging Internet applications. Although the In&trProtocol was designed from the beginning
to be capable of providing enhanced service quéiég below), many Internet access networks
designed for residential users were initially optied to process the traditionally most prevalent
type of communication: non-latency-sensitive dgiplications, such as the delivery of email or
the downloading of ordinary webpages. One of thestmimportant and pro-consumer
developments of the past five years has been tpa raonvergence ofall electronic

17 Jon M. PehaThe Benefits and Risks of Mandating Network Neitgrand the Quest for

a Balanced Policy at 7 (2006),
http://web.si.umich.edu/tprc/papers/2006/574/Pelkanted _net_neutrality policy.pdf
(“Benefits and RisKs

18 See, e.g.Bob Briscoe,Flow rate fairness: Dismantling a Religipr87 Computer

Commc’n Rev. 63 (2007), http://portal.acm.org/ettatcfm?doid=1232919.1232926.

19 James J. Martin and James M. Westadisessing the Impact of BitTorrent on DOCSIS

Networks at 1 (2007) (http://www.cs.clemson.edu/~jmartygrafbittorrentBroadnets.pdf).

20 David DownsBitTorrent, Comcast EFF Antipathetic to FCC Regulatof P2P Traffic,
San Francisco Weekly, Jan. 23, 2008 (http://wwweslkly.com/2008-01-23/news/bittorrent-
comcast-eff-antipathetic-to-fcc-regulation-of-p2pttic).

21 George Ou,Analysis of BitTorrent uTP congestion avoidandgov. 22, 2009

(http://www.digitalsociety.org/2009/11/analysis4miftorrent-utp-congestion-avoidance).



communications around the IP platform, includingplagations—such as real-time high-
definition video—that will not function properly dag periods of congestion unless network
providers accompany them with quality-of-servicbamcements that non-performance-sensitive
applications do not need in order to function well.

Any requirement that networks treat all packetscdydhe same, irrespective of the QoS
needs of their associated applications would flatliscriminate against QoS-sensitive
applications like real-time video and VolP. If véged to treat all packets identically, a
broadband network “might at times transmit 100 P2aPkets before it transmits a single VolP
packet,” causing “many of the VoIP packets . . w@ait so long that they expire and cause
dropped audio,” an outcome that “is blatantly unéaid destructive to the VolP applicatidA.”
Even some proponents of net neutrality regulativerdfore agree that any sensible view of
“neutrality” must account for these application-sifie disparities in QoS need3. If anything,
therefore, network-management techniques designedidcate finite network resources to the
latency-sensitive applications that actually néesiht arepro-neutrality — and unquestionably are
pro-consumer.

D. The Rapid Convergence of All Electronic Communiations Around the IP Platform
Poses Critical Engineering Challenges

The rapid convergence of multiple services ontoingls IP platform carries many
advantages beyond the obvious economies of scdlecpe derived from building one network
rather than several. It also allows for the ind#igin of voice, video, and text into feature-rich
multimedia applications and it facilitates greatempetition among service providers. For
example, cable and telephone companies may corfipetely to offer the “triple play” of voice,
video, and Internet access services. It also esegpportunities for independent application and
content providers to offer a variety of innovatservices to a wide range of customers, including
residential, small/medium business, and enterpgastomers. Such services would be
economically infeasible if individual services régal separate networks.

But the many advantages of IP convergence conteawiritical engineering challenge:
how to make all of these applications, with thaiitg different QoS needs, function as well as
possible over a shared and sometimes congestednkeatvirastructure.

22 George OuDebunking the Myth that Prioritized Networks Areriéul, Digital Society,

Nov. 12, 2009, http://www.digitalsociety.org/2009/debunking-the-myth-that-
prioritizednetworks-are-harmful/

23 See WuNetwork Neutrality, Broadband Discriminatipd. Telecomm. & High Tech. L. 141,
142 (2003) (“the Internet’s greatest deviation fromtwork neutrality” has consisted of its
traditional “favoritism of data applications, as céass, over latency-sensitive applications
involving voice or video”).
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1. Managing the Phenomenon of Convergence RequirBiet Just Higher-
Capacity Pipes, but Smarter Networks

Virtually all commercial IP networks are “sharedmang different users and also
differentuses This sharing is one of the greatest advantajdP metworks as compared to
traditional circuit-switched networks. It lowerosts for users as compared to dedicated
networks, and it permits maximum utilization of &diband infrastructure. But sharing presents
trade-offs.

The benefits of sharing are best understood byrastiig IP networks with traditional
circuit-switched networks. In a conventional télepe network, a fixed amount of bandwidth
must be dedicated to a continuous path (the “difchetween the two end points to the call, and
that circuit must be kept open for the entire c&llhile this approach ensures highly predictable
performance, it “wastes” capacity. For examplesreduring pauses in a voice conversation or
data transmission, the reserved capacity on tleaitis unavailable for any other use.

In contrast, the Internet’s constituent IP netwarke packet-switched rather than circuit-
switched technology, do not typically establishefixend-to-end paths between two points, and
do not reserve capacity for a particular commurocastream. Rather, IP networks break the
stream into data packets, each of which contairfeader” (an initial series of bits) that
identifies, among other things, the packet’'s ultendestination. Each router examines the
address in the packet’'s header and directs iteméxt router, selected on the basis of predictions
about the most efficient route to the packet'smitie destination. A conventional “best-effort”
IP network makes such routing decisions on a pdajgtacket basis without “knowing” what
higher-layer application any packet is associati#ld @r whether that application is performance-
sensitive.

Modern Internet access networks are typically emgied to high standards that
accommodate sharing among a wide range of apmitateven on such a “best-effort” basis.
This has enabled companies like Vonage, Skype Varzé to use such networks to offer highly
competitive voice and video services that hundm@dmillions of consumers have embraced.
Indeed, Skype alone has more than 520 million tegid users worldwid®. But all packet-
switched, shared networks are inherently susceptiblseveral forms of service degradation
during peak periods of congestion, which affect s@pplications far more than others.

First, the packets associated with any given apfiin are subject tlatency: the delays
that result from, among other things, “the accumaihaof transmission, processing, and queuing
delays in [the multiple] routers” between two ergkrs in an Internet data sessfdnSecond,
Internet applications can suffer frgitter: variations in delays among associated packets, such
that different packets arrive unpredictably and stimes out of order. Third, applications can
suffer from outrightpacket loss which—as its name implies—occurs when the buffers

24 eBay Inc., Form 10-Q, at 25 (filed Oct. 27, 2Q0%\tp://files.shareholder.com/
downloads/ebay/797758946x0xS1193125-09-214947/88bling.pdf (noting that there were
520.8 million Skype users as of September 30, 2009)

25 Kurose & Rossat 618.
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congested routers fill to capacity and the netwitokes” the additional incoming packets. For
example, “[i]f one of the links is congested be@other packets need to be transmitted at the
same time, then [a given] packet will have to waita buffer at the sending side of the
transmission link, and suffer a delay. If the waite is too long, the buffer overflows and the
packet is ‘lost.” The Internet makes iest effortto deliver packets in a timely manner, but it
does not make any guarante&s.”

Applications differ enormously in their relativensdtivity to latency, jitter, and packet
loss and their ability to compensate for them. &ample, “in many multimedia applications”
such as real-time video streaming, “packets thairim sender-to-receiver delay of more than a
few hundred milliseconds are essentially uselesbaaeceiver. On the other hand, networked
multimedia applications are for the most part ladsrant—occasional loss only causes
occasional glitches in the audio-video playbacld #rese losses can often be partially or fully
concealed. These delay-sensitive but loss-tolettaautacteristics are clearly different from those
of elastic applications such as the Web, e-maiR FAnd Telnet,” for which delays are tolerable
but substantial packet loss is fibt.

While the best-effort Internet has sufficed to supfyolP and some other performance-
sensitive services so far, the growing popularitysach services, together with escalating
consumer demand for real-time high-definition vidawd other premium services, poses a
fundamental engineering challenge. How can engins&ucture a unified IP platform to
maintain the cost-reducingfficiency of packet-switched IP networks while also assurtimg
guality of servicethat consumers demand for real-time services, asgchoice and video, now
that the signals for those services no longer trameservice-specific transmission networks?
The answer cannot be that IP networks must blitdigt all packets alike by subjecting them
equally to the best-effort delivery principles ugeday for downloading ordinary web pages or
delivering e-mails. That approach would produceaseptably poor quality for real-time
applications like voice and video and would thwhg promise of convergence.

The answer likewise cannot be that network progden top of the tens of billions of
dollars they have already invested in next-genamatietworks, must so radically enlarge the
capacity of their IP networks as to gia# packets—including those associated withnreal-
time applications that are reasonably toleranatdricy and jitter—the same guarantees of nearly
instantaneous delivery needed for high-quality eidervices. Network engineers keep usage
affordable by scaling the network’s routers anddraission links to meet desired performance
levels for different classes of traffic under fareable conditions. Raw bandwidth, in the form
of extremely-high-capacity routers and other datsepssing and transport infrastructure,

26 Kurose & Ross, supraat27. Wireless broadband networks (and applicataesgned

for them) must accommodate the unusually high &wélpacket loss encountered in wireless
transmissions, and are also severely constraindteibandwidth they may deploy for end users
in particular transmission cells. This is one @&ny respects in which network engineers in the
wireless context face network-management challengese severe than their wireline
counterparts.

21 Id. at 598. In these comments, we use the term ‘dgtsensitive” as a shorthand to
denote sensitivity to latency, jitter, or both.
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remains very costly. Network engineers therefoce nbt—and could not economically—

oversupply capacity to ensure instantaneous dglivkall packets at all times, particularly since
random events can trigger unpredictable spikessege. Indeed, forcing them to take that
approach would rob IP networks of the efficiencyaretteristics that make Internet usage
affordable in the first place. Economic studiewvenghus shown that, as IP video services
escalate in popularity, any single-minded reliance“fat, dumb pipes” as a solution to QoS
requirements in this environment of rapidly esaatpinternet usage would dramatically raise
network costs and cause end-user rates to skyrtket

Moreover, this overcapacity approach might welfltde even if money were no object
for broadband networks and their customers. Egped has shown that as networks increase
the capacity of given links on the Internet, usagehat link—particularly in the form of peer-
to-peer file-transfer applications—rapidly expanaddill the new capacity. For example, Japan,
“with widely marketed 100 Mbps connections, stikishconcerns with congestion and has
adopted multiple strategies to cope with problesiated to network neutrality. This indicates
that, contrary to the views of some proponentsabional broadband policies, greater investment
in broadband infrastructure alone is unlikely tanghate the role of traffic management by
network operators?®

In short, the solution to this engineering challerigs not only in more networks and
higher-capacity pipes, but in greater network ligehce as well, including an ability to identify
and provide the appropriate level of performancgiired by different applications traversing the
network so that users can receive the service tyuaky desire. Fortunately, the designers of
the Internet Protocol perceived a need for pregisath differentiation of traffic into latency-
sensitive and non-latency-sensitive applicationad ahey built the capacity for such
differentiation into IP. The following sections sieibe the history and technology of
“DiffServ,” its common use in the provision of IRergices to enterprise customers, and its
increasing use within the consumer marketplaceeds w

2. The Internet Protocol, and Broadband Networks in Geeral, Have Always
Been Designed to Support Differential Treatment ofTraffic to Satisfy
Quiality-of-Service Needs

Much of the advocacy for net neutrality regulatiests on a creative misreading of a 25-
year-old white paper by three highly regarded nétwengineering experts—Jerome Saltzer,

28 See, e.g.George Ford et alThe Efficiency Risk of Network Neutrality RulBfioenix

Center Policy Bulletin No. 16 (2006), http://papsssn.com/sol3/papers.cfim?abstract_id=
925347; Richard N. Clarké&osts of Neutral/Unmanaged IP NetworBsRev. Network Econ.,
61-89 (March 2009), http://www.bepress.com/rnefistl/5; Steven Pociaskyet Neutrality
and the Effects on Consumer&merican Consumer Institute 14 (2007), http://www
theamericanconsumer.org/ACI%20NN%20Final.pdf.

29 Scott J. Wallsten & Stephanie Hauslad¥at Neutrality, Unbundling, and Their Effects
on International Investment in Next-Generation Neks 8 Rev. Network Econ. 90, 101-02
(March 2009), http://www.techpolicyinstitute.ordg#s/wallsten_unbundling_march_2009.pdf;
see also idat 110-11 (citing Japanese government reportslidgtaongestion problems).



13

David Clark, and David Reed—concerning the so-dafiend-to-end” (or “e2e”) principlé’
Many pro-regulation advocates cite this paper gsolecy manifesto for reducing every IP
network to a collection of “dumb pipes” that sholid forever consigned to treating every IP
packet exactly the same, oblivious to whether thekpt is associated with a performance-
sensitive application or not. The paper is notlohthe kind. It is instead an early descriptidn o
how key error-correction and related functions amenunications across different networks can
usually, for most data applications, be conductexdtenefficiently and effectively by end-user
devices on each end of a data session than byptiters in between.

The paper makes clear that the authors never ietetids now-unremarkable guideline
to be an “absolute rule” even as an engineeringemdet alone any sort of normative policy
judgment® As network engineer Richard Bennett observese ‘¢hd-to-end arguments of
network engineering differ significantly from netiaeutrality advocates’ idiosyncratic end-to-
end principle, a demand for a low-function, ‘stupiétwork.”? And because those advocates
have “failed to stay up-to-date with the enginegrocommunity’s ongoing discussions about
Internet architecture,” they “have consistently easkegulators to require network operators to
employ engineering solutions within the Internedttlare more appropriate to the traditional,
single-function telephone network, such as overdgioning. . . . Applied blindly, end-to-end
can become a dogma that limits network efficiemegreases costs, and constrains opportunities
to innovate.?®

More fundamentally, this rigidly prescriptive migugf the end-to-end guideline also runs
headlong into thirty years of development of théeinet Protocol itself, which has always
recognized the need for and utility of IP-layerwatk intelligence to account for differences in
application type. As early as September 1981 ,|EHid- established a mechanism for marking
packets by handling class so that networks cowd gpplications within each class at least the
minimum level of performance they need. Knownles ‘fType of Service” (ToS) field in the
packet header, the purpose of this mechanism wsigreal to help IP networks “offer service
precedence” under which a network would “treatlgrhiprecedence traffic as more important
than other traffic (generally by accepting onlyfficaabove a certain precedence at time of high
load).”* Thus, “[e]ven three decades ago, the vision ofiging different levels of service to
different levels of traffic was clear[}

30 J.H. Saltzer, D.P. Reed & D.D. Clafkpd-to-End Arguments in System Degigov.
1984), http://web.mit.edu/Saltzer/www/publicatiersdtoend/endtoend.pdf (originally published
in 2 ACM Transactions in Computer Systems 277 (N®84)).

3 See idat 7 (“Thus the end-to-end argument is not an labsoule, but rather a guideline

that helps in application and protocol design asialyone must use some care to identify the end
points to which the argument should be applied.”).

% BennettDesigned for Changat 2.
33 ld. at 4.

3 Internet Protocol — DARPA Internet Program Proto&gecificationRFC 791, at 11
(Sept. 1981), http://www.ietf.org/rfc/rfcO791.txthmber=791.

35 Kurose & Rosst 648.



14

That vision started to became a significant commakreality by the 1990s. In 1994,
another RFC noted that, in addition to the “simpt@rity” described in the 1981 RFC, more
work needed to be done to facilitate latency-sesesitnternet applications: “[R]eal-time
applications often do not work well across the imé¢ because of variable queuing delays and
congestion losses,” and thus “[b]efore real-timpl@pations such as remote video, multimedia,
conferencing, visualization, and virtual realitynche broadly used, the Internet infrastructure
must be modified to support real-time Q0."The 1994 RFC thus endorsed a mechanism that
would enable network operators “to divide trafinta a few administrative classes and assign to
each a minimum percentage of the link bandwidtheurmdnditions of overload, while allowing
‘unused’ bandwidth to be available at other tim&s.”

In 1998, building on RFC 791 and other RFCs, RFZA2ddopted an updated version of
ToS, known as Differentiated Services or DiffSehat uses the Differentiated Services Code
Point (DSCP) to mark and prioritize packets atlfhdayer*® Today, bits 8-15 within an IPv4
packet are devoted to DSCP functionality. DiffSeperates at the IP layer (Layer 3) and
permits differentiated service handling whereverteos are equipped to recognize and act upon
the DSCP field”

AT&T and other providers have long used DiffServ donjunction with analogous
mechanisms at other layers, including EthernetAihdl at Layer 2 and MPLS at Layer 2.5, to
ensure differentiated service handling across daveretwork facilitied® For example, AT&T
offers an enterprise-grade Internet access serkie®yn as Managed Internet Service (“MIS”),
that combines DiffServ and MPLS-based class-ofisennmechanisms to ensure enhanced
performance for traffic that MIS customers designfar special handlin§ AT&T and other
network providers sell such services to a rangesrterprise customers, including content
providers that wish to purchase prioritized hargllifor performance-sensitive content
throughout core network facilities.

3 R. Braderet al, Integrated Services in the Internet Architecture:@verview RFC

1633, at 1 (June 1994), http://www.ietf.org/rfcir&33.txt?number=1633.
37
Id.

38 K. Nicholset al, Definition of the Differentiated Services Field (Beld) In the IPv4
and IPv6 HeadersRFC 2474 (Dec. 1998), http://www.ietf.org/rfcRZ&74.txt?number=2474.

3 A. Retanat al, Using 31-Bit Prefixes on IPv4 Point-to-Point Link&C 3021 (Dec.
2000), http://www.ietf.org/rfc/rfc3021.txt?numbelBAL; see alsdRFC 2914 supra Figure 5 is
taken from WikipedialPv4, http://en.wikipedia.org/wiki/IPv4 (last accesdeec. 12, 2009).

40 SeeNortel, Introduction to Quality of Service (Qo&003), http://www.nortel.com/

products/02/bstk/switches/bps/collateral/56058.22403.pdf; Ralph Santitor®etro Ethernet
Services — A Technical OvervieMetro Ethernet Forum, at 9 (Apr. 2003),
http://metroethernetforum.org/PDF_Documents/methemet-services.pdf (“DiffServ . . .
provide[s] more robust QoS capabilities when coragdo the simple forwarding-based priority
of IP TOS[.]").

4 SeeAT&T Wholesale, Managed Internet Service, http:/fmbusiness.att.com/
wholesale/Family/ip-solutions-wholesale/manageé+simt-service-wholesale/.
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AT&T likewise combines Layer 3 DiffServ functiorntgi with Layer 2 mechanisms to
separate its U-verse “triple play” platform intgloally discrete voice, video, and Internet access
streams and guarantee each service the networkrmenice it needs to meet customer
expectationd’ The top Internet access speed available ovesliaeedU-verse platform—24
Mbps—is several timethe top speed attainable under AT&T's legacy DSlvise, even though
the copper infrastructure used for that service m@shared with any managed video service.
AT&T’s Internet access customers have thus bemkfitam the extensive fiber deployments that
permit such dramatically higher-speed servicest tBase multi-billion-dollar deployments have
made economic sense in the first place precisetalme the new infrastructure shared—
because it supports voice and video services iitiaddo Internet acces$’

The Internet community has now adopted and is Ioeéggnto implement a successor
protocol, IPv6, to today’s standard version of thiernet Protocol, IPv4. Among other things,
IPv6 permits many times the number of unique IPreskbes and thus accommodates the
exploding global demand for such addresses. Tk@mers of IPv6 not only retained IPv4’s
differentiated-services functionality within thedgied protocol, but significantly expanded on it
by making provision for differences both in “trafitlass” and “flow”:

RFC 1752 and RFC 2460 state that [the flow heaaltjs “labeling of packets
belonging toparticular flows for which the sender requests sgdtanding such
as a nondefault quality of service or real-timevee:.” For exampleaudio and
video transmission might likely be treated as avfldOn the other hand, the more
traditional applications, such as file transfer aadhail, might not be treated as
flows. ... The IPv6 header also has an 8-bifitralass field. This field, like the
TOS field in IPv4, can be usedgove priority to certain datagrams within a flow
or it can be used tgive priority to datagrams from certain applicat®n. . over
datagrams from other applicatiopg"

Like other aspects of the Internet Protocol, edcinese “service handling” mechanisms
(ToS, DiffServ, MPLS, and others) was developechbiwork engineering experts through the
time-tested, consensus-building RFC process. Tkeyesent the collective wisdom of the
global Internet engineering community, as embodhelETF, and they are intended to meet the
needs of the global user community. Regulatorse Hasgtorically, and very wisely, left the
resolution of engineering debates to that commuaitgd have never proposed to take this
evolving and highly nuanced set of engineering jdgts about IP architecture, freeze it to suit

42 AT&T's U-verse service recently surpassed 2 wrllsubscribers. AT&T, Press Release,

AT&T U-verse TV Marks 2 Million Customer Milestoieec. 9, 2009, http://www.att.com/gen/
press-room?pid=4800&cdvn=news&newsarticleid=30203.

43 The success of this model has led Frost anliv@uto choose AT&T U-verse as its

“2009 North American Consumer Communications ServRroduct of the Year.” See
http://www.att.com/Common/merger/files/pdf/Frostllisan_2009 Consumer_Product
_of the_Year.pdf.

4 Kurose & Rosst 367 (emphasis added).
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the policy preferences of particular advocates, stachp it with the coercive authority of law.
That, however, is what the proponents of net néytragulation seek.

3. The Importance of QoS Enhancements in the Market Taday

Any prohibition of prioritization agreements woubdt only foreclose manfuture pro-
consumer services, but also draw a rangexidting services into doubt and disrupt current
arrangements throughout the Internet.

IP networks currently honor requests from enteeprisistomers (including content
providers) for prioritized handling of designatedntent beginning on the access/aggregation
links serving those customers across the netwadee backbone network links—and, in some
cases, all the way through that network for eneé+id- QoS-enhanced data sessions between
enterprise customers. At present, the network lmhipas needed to provide such end-to-end
QoS enhancements for Internet traffic are more gleen in the access/aggregation networks
deployed primarily to serve business customerserdtian in those deployed in more residential
areas.

One type of end-to-end QoS arrangement in thermige space involves the use of
network-basedirtual private networks Such VPNs often make use of MPLS at Layer 2.5 to
“encapsulate” traffic from defined customer locasoand route them transparently over
prescribed paths to other such locations. “Theaotner experiences direct communication to
their sites as though they had their own privatevaek, even though their traffic is traversing a
public network infrastructure and they are sharimgt infrastructure with other business&s.”
Network providers use various QoS techniques tabéish priorities among “multiple classes of
service within a VPN, as well as prioritiamongVPNs.™’

Although many network-based VPNs are specific t@igienterprise customers, network
operators can and do configure them to encompasspgrof multiple customers. The
engineering community has thus deployed methodsntnging “two or several VPNs . .. to a
single VPN.*®

5 As with many technologies that are first madeilalabe to business users, it is reasonable

to expect that these QoS capabilities will alsoob®e increasingly available to residential
consumers. For example, while AT&T’s U-verse higleed Internet access service is offered on
a best-effort basis today, AT&T’s network is tedtally capable of supporting multiple classes
of service in the future. Similarly, the standafds wireless LTE-based broadband services,
which will serve both business and residential sis@ontain a very robust set of QoS
mechanisms. And it will be essential to use thosehanisms in order to efficiently provide,
among other things, the voice quality that conssndgemand of their mobile devices, given that
voice appears as just one IP application among nmatine LTE environment.

46 Cisco,Introduction to Cisco MPLS VPN Technology 1-3 (http://www.cisco.com/en/
US/docs/net_mgmt/vpn_solutions_center/1.1/userég\idN_UG1.pdf).

47 ld. at 1-5 (emphasis added).

48 Id. at 1-12.
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To our knowledge, no one has suggested that sutelpeise-to-enterprise arrangements
might be problematic, nor could they plausibly makat argument in a marketplace where
networks have long provided such QoS enhancemenislltng business customers. Instead,
the focus has always been on prioritization ofrimee traffic in the last mile to “consumers” or,
in the industry vernacular, “eyeball” customersowgéver, a regulator could not reasonably draw
regulatory distinctions between “business” or “@mtproducing” customers (for whom last-
mile prioritization would be permitted) and “eyelbaustomers (for whom it presumably would
not be). Assigning Internet users to such regwyagdos would be ill-conceived because, among
other considerations, every user is potentiaditha content provideanda set of eyeballs.

Moreover, these innovations are not, and shouldapconfined to the business space to
begin with. In the residential space as well, ptexs use the same DSCP-based prioritization
(and related mechanisms) to provide QoS to perfooeaensitive services, like IPTV and
VolIP, that share a converged IP platform with le#&irt Internet access. As even pro-regulation
advocates have conceded, it would make no sengehibit such prioritizatiot? Such a ban
could only give broadband providers perverse ineestto keep their voice and video networks
physically separate from the IP networks used Moerhet access: that is, to create redundant
networks in order to ensure that their consumetairrethe service quality they need for
applications that must be run on a managed netwdhlat result—if economically achievable at
all—would introduce radical inefficiencies into tltemmunications market: It would lead to
higher prices for all network customers, who musimately pay for these unnecessary costs; it
would defeat the promise of convergence by foraiifferent services back onto physically
distinct, “siloed” platforms; and it would deteretholl-out of video competition for incumbent
cable television companies.

More generally, just as it is efficient and praisamer to logically (rather than
physically) segregate the dedicated IPTV streamm ftwest-effort Internet traffic, so too is it
efficient and pro-consumer to permit different skes of service for different types of
applications and contemiithin the Internet portion of the pipe—as, again, breadbproviders
have long done for enterprise customers.

Thus, a regulator cannot ban applications-spedifierential service handling without
either (i) seriously disrupting the industry by Ipitlmiting commercial arrangements that are
already common in the enterprise space, such asdlee of QoS enhancements to content
providers and other enterprise customers; or (@ating new regulatory silos dividing “content-
producing” customers from “eyeball” customers. Tingt option should be unthinkable. And
the second would be unwise, both because ther® igahd reason to deprive “residential”
customers of the advanced capabilities now avalabl “enterprise” customers and because
every network user is potentialbptha consumeanda producer of Internet content.

E. The Market for Service Enhancements

49 Seel etter from Timothy Wu and Lawrence Lessig to MadeH. Dortch, CS Docket No.

02-52, at 14 (Aug. 22, 2003).
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As exemplified most prominently by the rise of CDMN®e Internet ecosystem features an
entire market foservice enhancementsnethods that allow performance-sensitive applicatio
and content to function well even during periodsafigestion. One of the key questions in this
regard is whether broadband Internet access pnevileould be barred from fully competing
with CDNs and other vendors in that market, whishnational and indeed global in scope.
Understanding this point requires some backgrounthé various technologies for managing
competing demands on finite bandwidth.

The following discussion summarizes a number of kkeyhods that network engineers at
broadband and content providers alike can use garerhigher-quality end-user experiences in
an environment of increasing network congestfon.

1. Bandwidth Provisioning

Every broadband end user, from a suburban housebottie largest global content
provider, chooses the bandwidth of the broadbaigk”por pipes that connect it to the Internet.
For example, in the United States, there are diffetiers of AT&T U-verse broadband Internet
access, with download speeds ranging from 1.5 Mthygs“express” tier) to 24 Mbps (the “max
turbo” tier). And enterprise businesses, includapglication and content providers, choose from
a vast range of different enterprise broadbandses\offered by a variety of providers.

The bandwidth an end user chooses will dependpofse, on the volume of traffic it
expects to exchange with other end points on therret, both upstream and downstream.
While broadband providers continually upgrade tineitworks to give customers the bandwidth
they desire (consistent with their terms of seryiegrtually all Internet traffic crosses shared
facilities at some point in its end-to-end transius path. As a result, the access “bandwidth”
an end user purchases, no matter how great, camsuate it from the service degradation
caused by congestion on shared links, ranging figgregation facilities in the access network
to peering points connecting Internet backbones di&cussed, moreover, network providers
cannot economically serve their customers by rélgicaer-provisioning bandwidth throughout
their networks to guarantee the same low-latenmy;jitter, and low-loss performance at all
times for all applications, whether those applimasi are performance-sensitive or Hot.

2. Differentiated Service Handling, Bufferiry, and Queuing
As discussed, network engineers manage QoS fortineal applications such as

streaming video—which are often highly sensitivdai®ncy and jitter—by configuring routers
to provide special handling for packets with DS@®df (“DiffServ”) markings?®> Routers

%0 This discussion is meant to be illustrative ratttean comprehensive. For example,

content providers also can reduce data-transfastitirough digital compression technologies.

51 Indeed, even on the circuit-switched PSTN, cesr@annot economically over-provision

capacity so that all calls by all callers can bmpteted at all times, which is why some callers
receive a “fast busy” signal during certain peakirog periods.

52 See generallMurat Yuksel,et al, Value of Supporting Class-of-Service in IP Backlsone

(2007) (RPI Study”) (http://www.cse.unr.edu/~yuksem/my-papers/iwqogdfj.
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typically implement this task throudhufferingandqueuingtechniques. The costs of a network
that employ DiffServ techniques are substantialydr for all users than the costs of a network
that addresses performance needs solely througkeises in capacity. Indeed, Cisco estimates
that these techniques, when used to prioritizeoupO6 of a network’s traffic, will more than
double the network’s bandwidth in real terfiis.

Although queuing and buffering techniques are cexpkhe following captures the
basics. Routers transfer packets between linksniatwork in time intervals typically measured
in a few milliseconds. It is not uncommon, however the packet load on a particular linke(,
the number of packets attempting to access th¢ tmkpike briefly above the link’s capacity.
When this happens, more packets may arrive atitkellan can be placed immediately on the
link. To handle this situation, network engineegslip routers with “buffers,” which very briefly
store excess packets until capacity on the linlotvexs available. If enough packets arrive to fill
up the buffer, newly arriving packets are dropped @ay need to be resent.

“Queuing” and “scheduling” involve placing packets into different buffers and
determining the order in which these buffers redepackets from a router onto a litk.If a
router supports DiffServ, each service class isugddanto a separate buffer. Buffers designed
for the latency-sensitive service classes mustniedlgso that no packet will be held for long),
and will be “polled” frequently to release theircgats onto the link. Buffers designed for
latency-insensitive service classes may be largealse longer delays are tolerable. If a buffer
is empty when it is polled, the process moves imately to the next buffer. All buffers are
polled often enough to give each service clasogportunity to consume at least its prescribed
minimum amount of bandwidth.

Because latency and jitter impair real-time appioces much more than non-real-time
applications, this technique ensures the mostiefficand pro-consumer allocation of scarce
network resources—the link capacity between twdesuor between a router and an end point.
Again, this technique assures that every serviesscimay “claim” at least the minimum
bandwidth needed to support normal operationstat tlass, even during periods of network
congestion. In addition, when the networknigt congested, buffers for less performance-

>3 See RPI Studysupra; see alsdRPI Press Release, “Undifferentiated Networks Would

Require Significant Extra Capacity,” July 2, 200q@udting RPI professor Shivkumar
Kalyanaraman (coauthor of the RPI study): “Thedgtmakes clear that there are substantial
additional costs for the extra capacity requiredperate networks in which all traffic is treated
alike, and carrying traffic that needs to still dssured performance as specified in service level
agreements (SLAS).").

>4 Cisco, A Discussion with the FCC on the Open rimte at 17 (Dec. 8, 2009),
(http://www.openinternet.gov/workshops/docs/ws_tevisory process/Cisco%20FCC%20Ne
twork%20Management%20Presentation%20120809.pdf).

% See, e.g.Chuck SemeriaSupporting Differentiated Service Classes: Act@eeue

Memory Managementat 5, Juniper Networks (2002) (http://www.junipet/solutions/
literature/white_papers/200021.pdf); OpenB3P,: Packet Queuing and Prioritizatiof2007)
(http://www.openbsd.org/fag/pf/queueing.html).
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sensitive service classes may claim unused captetyhas not been claimed by the buffers for
the more performance-sensitive classes. Sinceesting tends to be sporadic and momentary,
the division of traffic into these classes of seevhas no effect on any class the vast majority of
the time.

Choices among queuing techniques—the algorithnisdistrmine the manner in which
buffers sequentially deliver traffic to transpartks—are inherently provider-specific, and there
“are no real industry standard®.” Moreover, queuing methodologies are highly dymami
equipment vendors and network providers are cotigtamproving existing methodologies and
inventing new ones. Thus, each network providestnmalance the costs and benefits of the
various queuing methodologies to select the onedidst meets the needs of its customers.

In addition to “prioritization” at the IP layer.¢., DiffServ), many other protocols at other
layers also allow network operators, content prersdand others to “enhance” or “prioritize”
particular data, including data consisting of Int#raccess traffic. As discussed, these include
differential-handling techniques at Layer2d, Ethernet, ATM, and Frame Relay) and Layer
2.5 (MPLS). At Layer 4, the specific TCP variamioyed affects how aggressively a user’s
system will claim bandwidth. Likewise, some Layérprotocols, such as the new SPDY
protocol created and promoted by Google, appean#éble content providers to prioritize some
HTTP data streams over others so that some coffteritaps Google-sponsored advertisements)
will appear first when a webpage downlodfisThese and similar practices are widespread; all
are “non-neutral” in that they prioritize some fiafover others; and any “nondiscrimination”
rule would draw many of them into doubt for thesfiitime. Thus, to the extent any regulator
proposes to regulate “prioritization” that affetk® Internet, it is wading into a vast ocean of
technologies and commercial relationships. Thk af harmful unintended consequences is
staggering.

3. Congestion Avoidance

Content Delivery Networks As explained in our discussion of CDN serviceag
effective way a content provider can surpass walsiin on-line performance is to minimize the
number of hops its packets must make en route dousers, thereby reducing processing- and
congestion-related delays. Under the most prevalech method, a provider caches its data
(such as webpages and media files) in multipletiooa near the regional ISPs serving its
geographically dispersed end users. When an eadraquests the data, a cache server can
convey the requested packets quickly and reliataynfits nearby location, thereby sparing them
a long, multiple-hop trip through potential botieks on any of several different networks. As
discussed, some companies, such as Akamai and ighhelprovide this CDN service
commercially to third parties, whereas others, sagoogle, build CDNs of their own.

%6 SemeriaSupporting Differentiated Service Classagprg at 4.

> SeeSPDY: An experimental protocol for a faster welbptitdev.chromium.org/spdy/

spdy-whitepaper; Mike Belshe & Roberto PeSRDY Protocqlhttp://dev.chromium.org/spdy/
spdy-protocol.
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CDN Collocation Some content providers and broadband networkee Hzegun
exploring content distribution methods that woulddlve direct interconnection and caching of
content not justlose tothe broadband provider's access/aggregation nesybrkwithin those
networks as well. Such arrangements, known as “GbNbcation,” eliminate the need to
deliver content through a transit or peering linken the end user requests it. Depending on the
context, this approach often allows content pro@de reach end users more economically and
with superior performance as compared to more auieal CDN peering or transit
arrangements. For example, Google is reportedgotiegting an arrangement to pay British
Telecom to store Google’s content within BT'’s (astter ISPs’) access networks for efficient
transmission to end usets.Such arrangements “enable[] ISPs to store comtihin their own
networks,” such that “[tlhe media companies wouly them, rather than the likes of Akamai,
and get a guaranteed service even at peak titdes.”

Paid Peering Traditionally, large content providers and CDNave entered into
comprehensive transit relationships with large bacle providers to convey their traffic to many
different ISPs within the Internet. Backbone pders have often implemented these
arrangements by selling these customers entergiass- Internet access service and
interconnecting with them by means of robust, hegpacity facilities. If a content provider
wishes to interconnect directly at the peeringdiok an ISP to obtain closer network proximity
to its end users, but does not meet the critenaséttlement-free peering, it may enter into
bilateral paid peeringarrangements with certain ISPs. Under such aeraegts, the content
provider pays the network operator for such intenaztion but at rates lower than it would pay
under the traditional transit model if it had cawted with a backbone provider to deliver its
traffic throughout the Intern&?. Moreover, as explained by the University of Migdm study
noted above, Google and other dominant contentigigoy have assumed sufficient market clout
that they have now begun interconnecting with I8Pa settlement-free basis.

IP Multicast When providing high-definition video streams mdpular events in real
time, content providers face prohibitive costshéy must arrange for the transport of many
redundant streams on an end-to-emitastbasis: i.e.,, as separate streams from a centralized
source to each of the many end users that wisheséive the content. As discussed, a content
provider can reduce those costs by hiring or bngdCDNSs to replicate and disperse its content-
transmitting nodes closer to an ISP’s end-userstiaeckby reduce the total network resources
that each individual stream must consume en rautediven end user. CDNs, however, require
substantial investments in cache servers to stdlreofathis content, along with other
infrastructure to transport content to all of thesehe servers. And from a network resource
perspective, too, CDNs can be suboptimally efficiEm the distribution of any content that
many users in the same area wish to obtain ataime $ime, such as streaming real-time video,

%8 Richard WrayBT and Google in talks over creating video deliveegwork for ISPsThe

Guardian, Dec. 7, 2009 (http://www.guardian.co.ukibess/2009/dec/07/bt-google-isp-digital-
video).

59 Id. (emphasis added).

SeeGeorge OuFCC NPRM ban on Paid Peering harms new innovathis/. 10, 2009
(http://www.digitalsociety.org/2009/11/fcc-nprm-ban-paid-peering-harms-new-innovators/).
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because each cache server must transmit hundrett®uwsands of redundant streams to all
geographically proximate users that request it.

One promising solution is IP multicast, “a bandwidbnserving technology specifically
designed to reduce traffic by simultaneously deihge a single stream of information to
potentially thousands of corporate recipients omés,” while requiring only a single stream
(rather than one per viewer) at the content solfrcBuppose a content provider wants to stream
video coverage of a highly popular sports event ¢ive Internet simultaneously to thousands of
subscribers in the same geographic area. Und#? amulticast approach, the content provider
arranges with the ISP for the routers in an ISReas/aggregation network to instantaneously
replicate copies of the incoming packets and transtmem to multiple local users
simultaneously, depending on which users have stgdehe relevant content. No caching is
required, and redundancy is enormously reduced &ying the packet duplication as close as
possible to the ultimate recipients. 1P multidghsts dramatically lowers the cost of high-quality
distribution by “minimiz[ing] the burden on bothrsing and receiving hosts and reducling]
overall network traffic.®> And if multicast is used in conjunction with COichnology (i.e., a
CDN cache server transmits content to a multicaabked router), even greater bandwidth
efficiencies may be possible, which opens up newodpnities for content and application
providers to deliver higher-quality services ovee internet. Indeed, multicast already plays a
vital role in the efficient delivery afionInternet-based IPTV services, such as AT&T’s Useer
video service.

Paid peering, CDN collocation, and multicast areangnts are unambiguously pro-
consumer and should be welcomed. CDN collocatiod multicast in particular will be
essential to the distribution of affordable streagnhigh-definition video over the Internet.
These and the similar technologies discussed aitlagrate a broader point. By targeting QoS
enhancements to QoS-sensitive applications, neteappekators can facilitate the development of
innovative Internet applications that would notfeasible to provide otherwise. The use of such
techniques thus expands both the business oppieBir@Evailable to application and content
providers and, in turn, the applications and can@reilable to consumers. This virtuous
cycle—smarter networks supporting QoS-sensitivdiegipns and content, thereby increasing
consumer welfare—will fuel enormous economic growthpolicymakers encourage the
deployment of shared, multi-purpose broadband qiaus$ that are capable of delivering a range
of QoS capabilities to content and application paexs.

Unfortunately, a broad “nondiscrimination” rule ¢dyprohibit such QoS arrangements
insofar as they would involve payments by contaotiders for especially efficient and high-
quality distribution of their content within specificcess/aggregation netwofRs.

61 Cisco White PapetP Multicast Technical Overvievat 1 (Aug. 2007)“Cisco Multicast
White Paper) (emphasis omittedgee alsaVietaswitch NetworkslP Multicast Explainedat 2
(2004).

62 Cisco Multicast White Papet 1.
63 SeeOu, FCC NPRM bansupra.
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4. P2P Content Distribution

Under traditional content-distribution methodsoanplete copy of a content file (such as
a song or a feature-length movie) is stored onessrand distributed from there to the end users
that request it. In contrast, P2P technologieasgismble content into small files and widely
distribute them to different end-user computers $orage and subsequent retrieval and
reassembly by other end us&ts. The result is the functional equivalent of a masy
distributed server network, in which each end ssedmputer acts as an individual server for a
portion of the content being distributed. Althoug®P technology has been used (and continues
to be used) by some parties for the unlawful distion of pirated content, it has also been
adopted as a mechanism for the distribution of dhwbntent by a variety of companies. Vuze,
for example, claims that it “has attracted over £6@tent partners, including A&E, BBC, CBC,
G4 TV, The History Channel, Ministry of Sound, Natal Geographic, PBS, Showtime, Starz
Media, The Poker Channel, TV Guide Channel, andymaore.®®

In the past, content providers (and their distitiupartners) have traditionally borne the
costs of maintaining enough centralized storage smder capacity to convey their content to
end users. By converting end-user devices intéetwrctaches for other end users, however, P2P
technology offers a way to shift those costs to esers and their network providers. But while
P2P distribution may thereby offer content provadarrelatively cheap storage and distribution
mechanism, most current implementations of P2Picgins impose enormous upstream and
downstream traffic burdens on broadband networksjqularly with the rise of shared video.
As network-engineering scholars have explained, thetwork-oblivious peering strategy . . .
may cause traffic to scatter and unnecessarilgtsgvmultiple links within a provider’s network,
leading to much higher load on some backbone liaksl' producing “inefficiencies for both P2P
applications and network provider®.”

None of this is to say that P2P technologies aherigntly inefficient in all instances.
Quite to the contrary, the distributed, peer-basmutent-delivery model underlying today’s P2P
technologies could bring tremendous benefits fonteat providers, network operators and
consumers alike—faster distribution at lower cossome circumstancesfthe industry can
resolve the current inefficiencies in that mod@élo that end, AT&T is part of a new industry-
wide working group—composed of representatives fRititorrent, LimeWire, Cisco, Verizon,
Verisign, and researchers from Yale and Washingtoiversities, among others—that is trying
to develop an efficient, netwokware peer-to-peer technology. Known as “P4P,” this new

o4 See, e.g.Detlef Schoder, Kai Fischbach, & Christian Schn@bre Concepts in Peer-to-

Peer Networkind2005) (http://www.idea-group.com/downloads/ext&i®ubramanian01.pdf).

65 Petition for Rulemakingyuze Inc. Petition to Establish Rules Governingaek

Management Practices by Broadband Network Operamsadband Industry Practice®V/C
Docket No. 07-52, at 5-6 (Nov. 14, 2007).

o6 Haiyong Xie et al.P4P: Explicit Communications for Cooperative CahtBetween
P2P and Network Provider®Distributed Computing Industry Ass’'n, at 1 (Ma§(?) (‘P4P:
Explicit Communicatiori$ (http://www.dcia.info/documents/P4P_Overview.pdf
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geneg:;ttion of technology is being developed torojze network resources rather than hoard
them.

5. Security Screening

Finally, protection from spam, worms, viruses, mltted denial-of-service attacks, and
other malicious behavior on the Internet is criticanportant to network management, and no
net neutrality advocate seriously contends othe&win important but often overlooked benefit
of these robust network security practices is Kesping harmful traffic out of a network in the
first place can significantly reduce network coriges by conserving network resources for
traffic from legitimate sources. According to Van Wireless, for example, a single spammer
tried in 2007 to send 12 million text messagegdmireless customef&. As Verizon Wireless
explained, wireless spam “impairs the delivery efifimate messages, and because spam is
often sent in high volume over short periods ofetinh can place a strain on overall performance
of thggwireless network,” and “[t]here’s a lot afne and money that goes into blocking all of
that.’

With multiple petabytes of data passing througmaswvork each business day, the first
crucial step to effective network security for AT&r any other network provider is rapid
identification of illegitimate packets. By closatyonitoring the traffic coming into and out of its
network, a network provider like AT&T can take siep detect the early stages of attacks on
network integrity and activate mechanisms to miganihe effects of those attacks. “Before a
worm strikes, technicians see strange spikes dfictrgoing to normally obscure ports, as
malware developers test and tweak their code. dlen, sharp increase in the amount of Web
traffic worldwide could mean breaking news—or atrilisited denial-of-service attack being
lobbed at a single company halfway around the wdfldFor example, “AT&T security analysts
knew 7albout the 2003 Slammer worm before it hit,abnee of strange traffic going to port
1434."

Wireless broadband providers may also employ auftiti techniques to safeguard the
security of wireless networks. AT&T, for exampleses a technique called “Code Signing” to
control access to the network at the device anticapion lawyer. AT&T-partnered devices are
configured to allow third-party applications to ass the network only once AT&T has been
reassured (either through testing or through theveldper’'s affirmative, contractual
representation) that the application will not imtlnoe malicious code or some other intrusive

67 Seeid

68 SeeVerizon, Press Releas#lireless Spammer Target Of Legal Action By Verizon

Wireless June 1, 2007, http://news.vzw.com/news/2007/@6pr-06-01b.html.

69 Howard Buskirk, Verizon Wireless Says Filters Cut Wireless Spantigpakt
Communications Daily, June 4, 2007.

70 Sarah D. Scalemtroducing AT&T, Your Internet Security Compa@yO, May 17,
2007, http://www.cio.com/article/110250/Introduci®gl _T_Your_Internet_Security
Company.
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agent into the network. This “certification” pr@sealso helps prevent the introduction of
applications that inappropriately access custonag¢a ¢e.g., contact lists, location information)
and violate customers’ reasonable privacy expe&xtati

Any net neutrality regulations that would restribe wide latitude network providers
have to perform such critical functions would strik serious blow to network security and
consumer safety.



